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Abstract: The EU ‘General Data Protection Regulation’ (GDPR) marked the 
most important step towards reforming data privacy regulation in recent years, 
as it has brought about significant changes in data process in various sectors, 
ranging from healthcare to banking and beyond. Various concerns have been 
raised, and as a consequence of these, certain parts of the text of the  
GDPR itself have already started to become questionable due to rapid  
technological progress, including, for example, the use of information  
technology, automatisation processes and advanced algorithms in individual  
decision-making activities. The road to GDPR compliance by all European 
Union members may prove to be a long one and it is clear that only time will 
tell how GDPR matters will evolve and unfold. In this paper, we aim to offer a 
review of the practical, ethical and constitutional aspects of the new regulation 
and examine all the controversies that the new technology has given rise to in 
the course of the regulation’s application. 
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1 Introduction 

The EU General Data Protection Regulation (GDPR) constitutes the most crucial 
regulation on data protection during the last 25 years, as it is a regulation designed to 
affect data protection laws on an almost worldwide level, this actually being an intended 
consequence thereof. The fact itself that what we are faced with is a Regulation, rather 
than a Directive that would necessitate a legislative instrument of incorporation into the 
national legal system of each EU member state, shows us that the European legislator 
was not ready to accept any real deviation from the basic law on data protection 
throughout Europe. This Regulation, just like Directive 95/46/EC, applies across all 
private and public sectors, from healthcare and insurance to banking and education, and 
so forth. The Regulation, of course, was the result of a legislative process of dialogue, 
public consultation, negotiations, and all the activities prescribed by the law and beyond; 
still, after its entering into force, and after the two years given for the EU member states 
to prepare themselves for this considerable change, we note disparagement relating to a 
series of GDPR issues: its principles, the rights of data subjects, the obligations of data 
controllers, the role of the data protection officers, the financial and other consequences 
for private companies and the organisations of the public sector, and of course, the 
ramifications it has for private persons. The Data Protection Authorities around Europe 
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also find themselves in different circumstances that have been subject to important 
changes that they have to face successfully, irrespective of their actual abilities. 
Constitutional rights relevant to information and their balancing when in conflict must 
also be interpreted anew, under the GDPR rules. The unprecedented extraterritorial arm 
of the new law is also posing new challenging questions. At the same time, the new 
system operates under the threat of severe penalties for breaches. Most importantly, 
therefore, now that the GDPR has formally entered our lives, we need to check how these 
new data protection laws affect us in actual fact and assess what their true implications 
actually are, financially, ethically, constitutionally (rights affected) and otherwise. 

2 Public sector organisations and the GDPR 

The public sector organisations are the largest collectors and processors of personal data. 
Indeed, oftentimes they process sensitive data, which present the highest risk related to 
the rights of data subjects, i.e., the citizens. Therefore, it follows that, as these 
organisations are public, they also represent the State, and as such, they are the entities 
that should be more ready than any other to implement the GDPR. Still, what we often 
see when it comes to these public organisations is that they store data under questionable 
principles and for periods of time that lie out with data protection regulations, even if 
unknowingly so. 

We have every reason to expect that the way data are processed by the public sector 
organisations will change because of the GDPR. These organisations have to appoint a 
data protection officer, solely by reason of their nature as public bodies. Public 
organisations also need a different justification for processing data, beyond ‘legitimate 
interest’ as a ground. Thirdly, if a public body wants to transfer personal data to a third 
country that is not bound by the GDPR, ‘consent’ of the data subject cannot legitimise 
this transfer by itself; we need to see a specific agreement between the government 
authorities involved. There is, therefore, a clear differentiation in how the GDPR sees the 
obligations of public sector organisations in this case, vis-à-vis those of private ones. This 
differentiation may be the result of the well know distrust of the ‘state’ in Europe: 
whereas in the USA, it is private companies and the representatives of ‘private power’ 
that are seen as being the most ‘dangerous forces’ against citizens’ safety and privacy 
data, the exact opposite holds true for Europe, where the same danger appears to stem 
from governmental power. 

Irrespective of whether this selection of different legislative treatment is correct in 
Europe, public sector organisations will find themselves in difficult positions in order to 
comply with the GDPR. The immense variety of public sector organisations, of  
course, cannot be left out of this discussion. A ‘one-size-fits all’ regulation is, most 
unfortunately, not the proper choice here, as a public body obliged, for example, to 
appoint a data protection officer can range from a five-person staffed community public 
library to a more than a thousand employee Ministry of Health. These immense 
discrepancies cannot be just disregarded. Public bodies deal with all the complex 
domains of education, healthcare, defence, fire-brigading, police, justice, transport, etc., 
so we can only expect great differences in the way these public bodies will implement the 
GDPR requirements, which poses at least a question mark to us, as one of its legislative 
purposes is, clearly, harmonisation. All the more, these public bodies have different 
resources and funds to allocate in order operate; others are, let us say, rich, whereas 
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others have considerably limited financial resources; others are overstaffed, while others 
are significantly understaffed; others are, therefore, efficient in their function and others 
are not so at all. Many of these organisations will simply be unable to fully comply with 
the GDPR, as they will lack the necessary IT systems, adequately trained staff, generally 
educated personnel (i.e., not only IT-wise) – and so on. If we take this argument further, 
we must expect to see the same divergence of compliance with the GDPR in public 
bodies throughout the EU, which is a divergence that will ultimately be tremendous, and 
which will be, most unfortunately, a prime example of the digital divide of our times. 

3 Private enterprises and the GDPR 

Compliance with the provisions of the GDPR is an ongoing procedure for private 
enterprises that process personal data. Logically, all private sector organisations, 
companies, societies, etc., process personal data and will have to comply with the GDPR 
on a much stricter level than what they used to under Directive 95/46/EC on data 
protection; the threatened high fines, which will be proportional to the companies’ 
earnings, are but a small example of this differentiation. But this compliance also comes 
at a higher cost, as they will have to train employees on data protection, appoint, where 
necessary, a data protection officer, ensure the data processing information systems are 
GDPR compliant, and also see to that data shall have to be encrypted and/or classified, 
access will have to be limited to particular persons and the list of these persons must also 
be GDPR compliant, implement constant monitoring of all activities and safeguards that 
are required by law, and all this, of course, translates into increased costs. Of course, it 
follows that these costs will be passed on to the customers, at least for the most part; it 
may also mean cuts to other previously standard costs so as to set off the losses due to the 
GDPR rules. 

Many private enterprises will outsource all matters of GDPR compliance to experts, 
companies or persons. The problem is that we still do not know the level of these new 
costs. If data subjects elect to exercise their rights to access, erasure, correction, 
portability and so on at a large-scale, this will mean for a company that compliance, 
threatened by large fines, will cost quite a lot. In the case of a staged large-scale filing of 
requests, such as, for example, triggered by a labour union on behalf of the employees, a 
company may very well face a disproportionate burden in order to meet these requests. 
The GDPR does not seem to offer any safeguards in this case, for example by disallowing 
the specific abuse of rights by data subjects-claimants via also providing a corresponding 
penalty. 

We have also come across examples of over-compliance by private companies  
when the GDPR came into force. For example, many companies e-mailed all their 
customers/users in order to regain consent for data processing,1 which was both 
unnecessary as well as a nuisance to these e-mails receivers (Gottlieb, 2017). Another 
setback here was the false sense of compliance given by this over-compliance to both the 
companies themselves and the data subjects/customers. The result was to spend time and 
resources for this correspondence, the erasure of data when no answer was sent for no 
legal reason, and the loss of a chance to devote this time and money to actual compliance, 
and of course, to other meritorious business activities in parts of the businesses’ real 
purpose of operation. 
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No matter what happens in the end, private enterprises will pass their new costs of 
GDPR compliance on to their clients which will, in turn, increase the prices of the 
products or services that they offer to the public (Ponsoldt and David, 2007). It is 
questionable, however, whether this result is desirable overall, even if it could be 
supported that data protection is a primary societal goal. If data protection costs are this 
high, then perhaps the GDPR will face very negative, yet reasonable, criticism in the 
future. At this moment, there are no guarantees that the GDPR will succeed in its 
important goals, and this ambiguity is further accentuated as Directive 95/46/EC appears 
to have presented us with many indications of failure that led to the GDPR in the first 
place, as a much more austere legislative instrument. 

4 The citizen as a data subject and the GDPR 

The GDPR affects the rights of the ordinary citizen, the data subject, to a great extent. In 
fact, within its main goals, we have the protection of citizens from the abuse and misuse 
of their personal data, just like in Directive 95/46/EC. Therefore, we need to reflect upon 
the ways in which this increased protection, in comparison with the protection envisaged 
in the 1995 Directive, benefits the ordinary person, as well as consider the consequences 
of the implementation of the GDPR for ordinary people. 

It is definitely hard to come to any certain conclusions at this time. The 
implementation of the GDPR commenced on May 25, 2018 and it is still very early to 
judge. But we can start from the start: How many people really care about the protection 
of their personal data and how is this determined and evidenced? If we judge from the 
constant uploading of personal data in social media, such as Facebook, it would appear 
that people do not really seem to care all that much about data protection – or at least not 
in this case. We should also see how older/younger citizens, or citizens from countries 
that were always democratic and citizens from countries that were behind the iron curtain 
or highly educated/less educated or illiterate citizens see the protection of their personal 
data under the GDPR. Information on what the GDPR actually is and what rights people 
have is certain to vary in terms of dissemination in the member states of the EU. It 
follows that people have access to very different levels of information on the GDPR 
within the EU, never mind the logically great differences in their understanding of the 
GDPR in any way (as people do not understand the same information offered to them in 
the same way or with the same success). 

Do we have evidence that citizens actually care about the GDPR? A reasonable 
thought is that they may care, but that they may also simultaneously understand that the 
flood of technological applications in their smartphones, CCTV cameras, etc., makes 
proper data protection difficult to believe in; all movement and speech seems to be 
tracked and monitored anyway. In this case, would not they think that any GDPR at all is 
just a cover-up and that this is quite an unenforceable Regulation, as the law never 
catches up with technology anyway and so it is rendered practically irrelevant? One more 
click of the mouse, granting a license for the processing of personal data could very well 
become the epitome of the application of the GDPR in a citizen’s life. However, this was 
certainly not the reason behind the whole GDPR legislative adventure. 

There was, of course, intense publicity surrounding the GDPR and most of the 
citizens in the EU, at least those living in urban areas, are bound to have taken notice of 
this Regulation. We do, therefore expect to have achieved at least a certain level of 
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GDPR awareness. Since all public bodies and many private ones have to appoint a data 
protection officer, under the threat of heavy fines, this awareness has to have become 
even more intense. Data that people have to share of their own will, giving their consent, 
also makes them aware of the GDPR, but are data subjects also aware of the personal 
data they offer unwillingly though their smartphones, computers and other devices and 
applications? In many cases, if data is not offered, the service is denied, so the data 
subject is, in fact, obliged to give their data. This of course, depends on the importance of 
this application to the purported user – but we also all know how important these new 
technologies are to our everyday life: the bottom line ultimately is that people just have to 
consent. 

5 New markets related to the GDPR 

The GDPR led to a whole now data protection-related market. It is not only lawyers who 
started to acquire a new domain for services, such as the training on the GDPR to 
facilitate compliance with the new Regulation. 

Information technology consultants, business executives, data protection officers and 
other experts became intensely involved with the application of the GDPR. A whole new 
field of training and educating on the GDPR was born, which is something that is entirely 
new, as Directive 95/46/EC did not give rise to this new market. Institutions were formed 
or extended their services to offer GDPR education, training towards compliance and 
safety for the mainly big businesses that are threatened with great fines. These changes 
took place not only in the EU but also abroad, as the GDPR’s reach spans beyond the EU, 
in view of the fact that it applies worldwide under circumstances provided by Art. 3 of 
the Regulation. 

Important resources, such as time and money, are invested when it comes to GDPR 
compliance by data controllers and data processors. The mission of the GDPR is to 
enhance awareness on data protection and ensure that a new and strong data protection 
mentality is shaped in people, whereas compliance with the Regulation also ensures that 
businesses avoid administrative penalties. But these businesses and private enterprises 
will not normally be able to comply with the GDPR using their own resources; they  
will have to seek the services of specialists on personal data, external consultants, and 
continuously train their own personnel to remain compliant with the strict rules of the 
new Regulation. 

6 The impact of the severe penalties and the key role of the supervisory 
authorities 

The perceived change in the nature of the relevant penalties from ‘educational’, which is 
what they were perceived as being until recently, to ‘quasi-revengeful’, is certainly worth 
considering. It is true that the small fines that had been imposed so far against companies 
were received, on many instances, with a sense of irony, while they were also seen as 
being ineffective in terms of adopting friendly practices towards data protection. Indeed, 
there have been more than a few data controllers who, following a cost-benefit 
assessment, found that the imposition of a fine would be preferable to compliance with 



   

 

   

   
 

   

   

 

   

   178 M. Bottis et al.    
 

    
 
 

   

   
 

   

   

 

   

       
 

the relevant data protection legislation. The imposition of heavy fines will compel 
businesses to change their mentality and proceed to the adoption of friendlier data 
protection practices. Nevertheless, the application of very large fines may lead many 
businesses to a stalemate, given that, in certain cases, businesses conduct unauthorised 
processing, they do not keep necessary records, they do not carry out risk impact 
assessment studies, etc., and they do so unwillingly. Furthermore, what will happen in 
terms of the public sector which, in certain countries, constitutes the largest potential 
‘risk-taker’ when it comes to personal data? (Mitrou, 2018) Will those high fines be 
imposed on the careless employee or will they be passed on from one public treasury to 
the next one? And, if the actual issue is lack of space, how will this be addressed? Large 
hospitals, courts of law and public authorities do not have safe storage areas where 
classified access should be available. The reality is that, in many cases, court files are 
stored in car-parks, patient records kept in hospitals are accessible to visitors and no-one 
has the time to decide which ones should be destructed after the period for which they 
must be kept has lapsed. 

In addition to the above, the issue of increasing bureaucracy in supervisory authorities 
(Gola, 2017) in view of the increased powers that they have been vested with also comes 
to the forefront, especially considering that it is far from easy for them to recruit new 
staff.2 Can those independent authorities bear the heave burden of the Regulation? 
Clearly, the answer cannot be the same for all supervisory authorities. Even if they are 
staffed with the best of employees, the superiority of some of these European authorities 
in terms of the number of their staff vis-à-vis that of others, leads us to the conclusion 
that effective supervision cannot take place, in practical terms, at the same level for 
everyone. 

In addition to supervision, independence itself also bears a high cost: How can we be 
certain that the members of independent authorities will not engage in activities that 
constitute a conflict of interest, when they consider their salaries as being mere ‘pocket 
money’ if compared to those enjoyed by members of other independent authorities? A 
comparative overview of the salary situation amongst the members of the independent 
authorities throughout the EU gives rise to wide disparities. From the practice so far, one 
may also ascertain that the control of authorities on this point is not always substantive 
(Panagopoulou-Koutnatzi, 2016). 

7 The uncharted waters of extraterritoriality 

Furthermore, how will the GDPR be applied outside the European Union, meaning how 
will the principle of extraterritoriality, as asserted by Article 3 of the GDPR, be enforced? 
How will a European institution impose sanctions on a non-European entity with regard 
to legislation that the latter has not become a party to? Are there adequate mechanisms in 
existence? These questions are also of concern to the writers of the present article and 
they will, no doubt, find their answer in practice, given that what we are faced with at 
present is a piece of legislation of monumental extraterritoriality. 

At this point, it should also be noted that the extraterritorial application of a right puts 
the traditional perception on sovereignty and the territorial application of rights to the 
test, whilst also stirring the constitutional discourse on matters pertaining to the 
institutional autonomy and self-sufficiency of state entities. In this sense, it would not be 
out of place to be led to the provisional conclusion that the GDPR appears to be 
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attempting to shift constitutional guarantees that not even war or military intervention 
were able to change. The aspiration of the GDPR seems excessive, as it seeks to 
overcome the obstacles that were set by the ECtHR case-law on matters of 
extraterritoriality,3 thus testing the traditional doctrine and imposing obligations on  
non-European citizens and businesses without the intercession of an act of sovereignty on 
the part of the state that they are citizens of or the state where they are established in. In 
this sense, the global digital economy revives, through its technical means, the question 
on global justice by proclaiming the obvious point regarding the lack of borders when it 
comes to the internet and the need for a global response to the issues arising from it 
[Panagopoulou-Koutnatzi, (2012), p.110; Geraris, (2010), pp.42–43]. The first reaction 
could be that the effort towards a global response takes place unilaterally, without all the 
contracting parties having joined the dialogue, and most importantly, without them 
having consented to it. Nevertheless, a more mature approach could lead us to the 
conclusion that extraterritoriality, as a dynamic concept, is spread to such an extent that 
the rights of data subjects who are located within the EU are affected (for example, in 
instances of e-commerce and profiling). 

It is, nevertheless, true that the period of mockery and irony on the part of American 
companies was followed by a period of concern and compliance. Companies outside the 
EU have complied or are at a stage of achieving compliance with the new regulatory 
framework, while Japan has taken a further step by incorporating a large part of the 
GDPR in its national law. 

8 The challenge posed by the principle of consistency 

Is the uniform application of personal data within the scope of application of the GDPR 
possible (see Recital 10 of the GDPR)? Is it the case that something like that would 
appear to be utopic? Is the uniform imposition of administrative fines, pursuant to  
Recital 150 of the GDPR, feasible? At the same time, could the principle of consistency 
act as an alibi towards the uniform proliferation of practices? For example, if the 
monitoring of driving behaviour by an employer were to be allowed in a country, under 
certain conditions, on the basis of a decision issued by a supervisory authority, could this 
practice be spread to other jurisdictions pursuant to the principle of consistency? It is 
expected that these questions will be answered on the basis of the administrative practice 
of the supervisory authorities. 

9 Further issues of constitutional consideration 

9.1 Access to information 

It makes sense that there is concern about whether our enthusiasm for personal data 
protection has led to the neglect of other constitutional rights. Would it not be helpful if 
the same authority that protects personal data would also protect the corresponding  
right to access to information, on an equal footing? Access to information and  
protection of personal data should primarily act complementarily and only secondarily 
contrarily [Vlachopoulos, (2016), pp.124–125; Vlachopoulos, (2007), p.74]. The 
contemporary and harmonised trend seen in European legislation, which favours the 
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equal treatment of individual rights, is the establishment of a single administrative 
authority for the protection of personal data, as well as for the freedom of information4 
[Panagopoulou-Koutnatzi, (2017b), pp.340–341]. Therefore, when there are other 
constitutionally protected competing rights, such as the freedom of information 
prominence should not only be given to the protection of personal data. This position is 
fully aligned with the Regulation, which emphatically highlights in Recital 4 that: 

“The right to the protection of personal data is not an absolute right; it must be 
considered in relation to its function in society and be balanced against other 
fundamental rights, in accordance with the principle of proportionality. This 
Regulation respects all fundamental rights and observes the freedoms and 
principles recognised in the charter, as enshrined in the treaties, in particular the 
respect for private and family life, home and communications, the protection  
of personal data, freedom of thought, conscience and religion, freedom of 
expression and information, freedom to conduct a business, the right to an 
effective remedy and to a fair trial, and cultural, religious and linguistic 
diversity.” 

At the same time, pursuant to Article 85, the Regulation lays down the right to freedom 
of expression and information, balancing the right to the protection of personal data with 
the right to freedom of expression and information, including processing for journalistic 
purposes. The ability of fulfilling the right to information is expressly granted to the state 
legislature on the basis of Article 85, which stipulates that “Member States […] reconcile 
the right to the protection of personal data with the freedom of expression and 
information.” In this sense, it is stressed that the right to personal data protection is not an 
absolute and tyrannical right (Anthopoulos, 2017). In essence, the fundamental principle 
of Directive 95/6/EC is reiterated, highlighted, but also updated, and it sets the protection 
of personal data and the free movement of data on an even playing field, straight from its 
title.5 In practice, the Directive did not seek to establish an absolute right, with the 
protection of private life being its ultimate goal, but rather the liberalisation of the 
movement of data within the EU, its final goal being not to hinder the exercise of  
four community freedoms, having the fundamental right to private life as its boundary 
[Christou, (2017), p.19]. It is also noted that, in the relevant discourse relating to the 
drafting of the Directive, the arguments relating to its economic aspects and the internal 
market were at the forefront6 [De Hert and Gutwirth, (2017), p.61]. In the spirit of what 
has been discussed above, it is concluded that national authorities are not doing all that 
they ought to and that they will do so only once they change and become authorities for 
the protection of data and access to information. 

Concerns have been raised regarding the new regime of quasi self-regulation, on the 
basis of which it is expected that authorisation issued by the supervisory authority for the 
provision of sensitive personal data will not be required. Article 36, Paragraph 5 of the 
Regulation stipulates that “Member State law may require controllers to consult with, and 
obtain prior authorisation from, the supervisory authority in relation to processing by a 
controller for the performance of a task carried out by the controller in the public interest, 
including processing in relation to social protection and public health.” If the Member 
State does not establish an authorisation regime, the data controller will be deciding about 
their issuance, following examination, on his/her part, of whether the conditions of  
the GDPR are fulfilled. It is noted that the decision not to grant authorisation by a 
supervisory authority is not one that is entered into lightly. Practice has shown that the 
prior granting of authorisations by a supervisory authority makes its work notably more 
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difficult as, due to the heavy workload involved in the authorisations that are to be 
granted [Kardassiadou, (2012), p.25], the exercise of far more important supervisory, 
advisory and regulatory functions carried out by the authority are inevitably hampered. 
The outcome of this is that the authority ends up carrying out its work with great 
difficulty, and on many occasions, with significant delay. Indeed, if we take into 
consideration that a large number of applications are filed on an ‘urgent basis’ due to the 
shortly upcoming hearing dates involved, as well as that many applications have not been 
duly completed because of lack of authorisation on the part of the applicants or lack of 
sufficient justification concerning their legitimate interest, etc., the work of the authority 
becomes even more difficult (Mittleton, 2013). 

In this way, nevertheless, the choice of data controllers not to provide data so as to 
preclude the possibility of being involved in court disputes in case of doubt is rendered 
not only easier but also legally safer. If, however, the right to information were to be 
established on an equal footing with that of the right to the protection of personal data, no 
such concern would present itself. 

9.2 The democratic principle 

The GDPR has an immediate effect on the strengthening of the democratic principle, 
through a transparent procedure towards determining the election result. In this case, the 
companies that utilise artificial intelligence methods play an important role in shaping 
popular will. All candidates rely on their services, as they constitute the main information 
point for the overwhelming majority of voters – and particularly those of a younger age 
(Nielsen, 2017). Elections are not won by the person who puts forward more convincing 
arguments, but rather by him/her who uses the most effective technology in order to 
manipulate voters, at times even in a manner that is utterly emotional and unreasonable. 
Data that have been accumulated, collected and stored through algorithmic technologies 
have been likened to the new ‘currency of power’, as they may be used directly towards 
the micro-targeting of voters, with a potentially decisive effect on the elections [Council 
of Europe, (2017), p.30]. It is true that less well-known candidates may not have  
the means to utilise the most effective manipulation technologies that help in  
predicting voters’ preferences (Grassegger and Krogerus, 2017). Even though political 
advertisements are now regulated and there are impartiality requirements in place that are 
imposed on public service broadcasters, there are no equivalent measures established in 
relation to the use of algorithmic predictions of voters’ preferences and behaviour, which 
may actually have just as significant an effect on voters – if not a bigger one [Council of 
Europe, (2017), p.31]. The impact on the election result was particularly apparent in the 
case of Brexit and that of the American elections in 2016. The Brexit referendum was 
determined on the difference of 600,000 voters, meaning just 1% of registered voters, 
who had been the target of companies engaged in voters’ manipulation through the use of 
propaganda, psychology and technology (Cadwalladr, 2017). Similarly, there was also 
extensive discussion about Cambridge Analytica in the case of the American elections 
(Cadwalladr, 2017). 

In view of the above, it is deemed necessary that democratically authorised legislative 
bodies should adopt strict legal rules on key internet matters, instead of simply adopting 
codes of conduct and ethical self-regulation, so that artificial intelligence can serve public 
rights. A main priority in this area is the application of the principle of transparency, with 
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the aim of preventing the conflict of interest for those who work in these companies 
(Nemitz, 2018). The companies in question cannot be left to their own devices or enjoy 
the trust of society in order to serve the interests of citizens. A key specimen of such 
vertical legislation is the GDPR, which constitutes a glaring example of the ability to 
enforce law over new technological advances, meaning a neutral law in respect of 
technology, but also of the outcome of the compromise made between the protection of 
the rights of citizens and other competing rights, such as research, innovation and 
technological progress (Nemitz, 2018). Through the application of the principle of 
transparency (Article 12 et seq. of the GDPR), the citizen should be able to comprehend – 
at least to some degree – the way in which algorithmic decisions are made. Accordingly, 
pursuant to the application of the principle of transparency, companies that are hiding 
behind artificial intelligence applications will be precluded from secretly forming popular 
will when it comes to elections. 

9.3 The freedom of scientific research 

Artificial intelligence and the processing of megadata may catapult the freedom of 
research; the exploitation of all this information, however, must take place under the 
conditions of the protection of personal data. It must also be pointed out that the carrying 
out of scientific research is given some precedence by the GDPR, in the sense that no 
excessive guarantees of personal data protection, which may practically impede the 
conduction of scientific research, may apply. Pursuant to Recital 33, it is possible to grant 
overall consent for some areas of scientific research, to the degree that this is permissible 
by the intended purpose. The main aim of this particular provision is the facilitation of 
scientific research, so that the researcher can be relieved of the burden of multiple 
consents when the purpose of his/her research changes [Panagopoulou-Koutnatzi, (2014), 
p.30]. 

10 The reactions thus far 

But what has happened thus far? A sense of concern is being spread, in fact, at times, 
with great zeal and at aimed at the wrong direction. A characteristic example can be seen 
in the panic that took over companies when they sent out a message to their entire client 
list regarding the granting of consent in the context of the new regulatory framework, 
which is something that was not, to a large extent, actually required (Gottlieb, 2017). 
More than a few companies spent a considerable amount of money for the dispatch of 
such messages, rather than investing it towards ensuring their compliance with the  
new rules. Indeed, quite a number of companies erased a large number of their contacts, 
without good reason, thus losing a significant part of their clientele, and consequently, of 
their business activity. At the same time, and although this is not provided for in the 
GDPR, the certification of data controllers has now started to take place, without good 
cause and for purely commercial reasons,7 as reference to certification is only made in 
relation to data processing activities carried out by data controllers and processors, 
pursuant to Article 42, Paragraph 1 of the GDPR. 

But have any steps been taken towards the right direction in this respect? In view of 
the fear regarding the imposition of high fines, a new mentality on the protection  
of personal data is gradually being developed. As mentioned earlier, companies are 
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beginning to comply, however the road is still long and rocky, and at times, uncharted. 
Mature voices of respected experts on the protection of personal data put forward  
their concerns about the correct interpretation of the provisions of the GDPR, without 
hesitation. The question now is, should we now just ‘face our ignorance’ [Efthymiou, 
(2018), p.53] or is it best to deal with our concerns at a later time, when the waters will 
have been charted? Would it be better if we could reconcile with the fact that there is no 
right or wrong interpretation at all times,8 but rather that we struggle, well-intentionally, 
with different versions of the better option? 

11 Could it be that the text of the GDPR is lagging behind, following 
technological advances? 

Has the text of the GDPR itself is already beginning to be surpassed by technological 
progress? A characteristic example can be seen in Article 2 of the GDPR on automated 
individual decision making, including profiling, which expressly stipulates that in the 
event of automated processing, the data subject has the right of securing human 
intervention on the part of the data controller, the right to express an opinion and to 
question the decision taken. At the same time, the right of an individual to receive 
information on the logic involved in the making of such a decision in the context of the 
assessment in question is also recognised, set out, in practice, in the context of the 
information duties enshrined in Articles 13(2)(f) and 14(2)(g). This reasoning is not 
always feasible, however, as the manner in which decisions are made through artificial 
intelligence is no longer technically known and verifiable.9 In fact, it is often argued that 
the text of the Regulation is characterised by marked disaffection towards the making of 
automated decisions, without making any reference to the advantages offered by the use 
of artificial intelligence in the decision-making process [Schulz, (2017), margin no. 2]. 
Also, there has been severe criticism regarding the fact that the text of the Regulation 
only offers protection against the making of decisions on the basis of automated 
processing, whilst it does not adequately address the issue of profiling [Schulz, (2017), 
margin no. 2; Gola, (2017), margin no. 37]. 

12 In lieu of an epilogue 

Is the Regulation perhaps excessive and utopic, or could it be that certain categories of 
data require a maximum level of protection? [Panagopoulou-Koutnatzi, (2019), p.13]. 
The all-conquering time shall be the main judge of all this: as time will pass, enthusiasm 
will abate and maturity will ensue. Independent authorities will, no doubt, also be 
decisive co-players in this journey of personal data protection: depending on the stance 
that they will take, but also on how strict they will be in terms of imposing sanctions, and 
mainly, depending on the severity of the fines that they will impose, protection will  
either be intensified or eased up. But will protection be uniform within the European 
framework? How will the challenge of the principle of consistency unfold? Are the 
related aspirations perhaps too excessive? Is it not somewhat contradictory that we should 
seek something more than Directive 95/46/EC, when it seems that even its fundamental 
purposes were not, to a large extent, fulfilled? Let us take some time and allow some 
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leeway to the supervisory authorities, hoping that, after a while, we will be reviewing 
their practices and notice impressive results in the area of compliance, yet not to the 
detriment of equally important constitutional rights. 

This paper is concluded with a temporary pause: and we shall use this semi-colon in 
our trail of thought, because we still have a lot to learn in the area of personal data 
protection. The more we read and raise questions, the more we discover gaps in our 
knowledge. “You have read, but not understood; for, had you understood you would not 
have condemned”, writes the unsurpassed Alexandrian poet, Constantine P. Cavafy 
(“You have not understood/Ουκ έγνως”). 
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Notes 
1 See Article 24 GDPR, which states that the controller will have to ensure and also demonstrate 

that the processing of the subject’s data is in accordance to the GDPR. 
2 For the understaffing problems of the Hellenic Data Protection Authority (HDPA), 

indicatively cf., HDPA (2015, p.22 et seq.). 
3 ECtHR, Bankovic and others v. Belgium and 16 other states (Application no. 52207/99)  

12 December 2001 and relevant commentary by Altiparmak (2004, p.213 et seq). In the said 
decision, the Court, by examining the question of the jurisdiction of the States, as understood 
in the context of admissibility as per in ECHR Article 1, laid down the jurisdiction of the State 
as the precondition to determine the question of the liability of States. In this way, the Court 
concluded that the jurisdiction of the Member States, under the concept used in ECHR  
Article 1, is essentially territorial, i.e., limited to the territory of the Member States (Para. 59). 
An exception is the exercise of effective control over a particular area outside the territory [cf. 
ECtHR, decisions Cyprus v. Turkey (Application no. 25781/94), 10 May 2001 and Loizidou 
V. Turkey (Application no. 15318/89), 18 December 1996]. More careful was the ECtHR later 
decision, Al Skeini and others v. the United Kingdom (Application no. 55721/07), 7 July 
2011. In the said case, the question was raised as to whether the death of six Iraqis in the 
course of operations of British Forces occupying Basrah (which lay in the sector of 
responsibility of the British) is a violation of the ECHR. The Court held that all plaintiffs were 
under the jurisdiction of the United Kingdom and that, effective 1 May 2003 up to 28 June 
2004, the United Kingdom had jurisdiction over the murder of civilians in the course of 
military operations of British soldiers in Basrah. In the Al Skeini case, the Court seems to 
having overturned its earlier case-law, abandoning the geographical criterion that it had 
adopted in the Bankovic case. The Court attempts to determine what effective control is, 
without defining such a concept, but leading, through its application to the general 
environment prevailing in Iraq at that time, to the recognition of occupation. It does not adopt 
the opinion that if there is effective control, this must refer to all the rights deriving from the 
ECHR, but it raises the application of only those rights directly related to such control  
(Para. 137). Cf. analysis of the decision by Marouda [2014, p.111 et seq. (147)] and Williams 
(2005). 

4 The Federal Commissioner for Data Protection and Freedom of Information [Der 
Bundesbeauftragte für den Datenschutz und die Informationsfreiheit] in Germany and the 
Information Commissioner’s Office in the United Kingdom. 

5 In this context, Paras. 3, 8 and 10 of the Preamble to Directive 95/46/EC are of major 
importance, providing for the following: “(…) (3) whereas the establishment and functioning 
of an internal market in which, in accordance with Article 7a of the Treaty, the free movement 
of goods, persons, services and capital is ensured require not only that personal data should be 
able to flow freely from one Member State to another, but also that the fundamental rights of 
individuals should be safeguarded (…) (8) whereas, in order to remove the obstacles to flows 
of personal data, the level of protection of the rights and freedoms of individuals with regard 
to the processing of such data must be equivalent in all Member States; whereas this objective 
is vital to the internal market but cannot be achieved by the Member States alone, especially in 
view of the scale of the divergences which currently exist between the relevant laws in the 
Member States and the need to coordinate the laws of the Member States so as to ensure that 
the cross-border flow of personal data is regulated in a consistent manner that is in keeping 
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with the objective of the internal market as provided for in Article 7a of the Treaty; whereas 
Community action to approximate those laws is therefore needed (…) (10) whereas the object 
of the national laws on the processing of personal data is to protect fundamental rights and 
freedoms, notably the right to privacy, which is recognised both in Article 8 of the European 
Convention for the Protection of Human Rights and Fundamental Freedoms and in the general 
principles of Community law; whereas, for that reason, the approximation of those laws must 
not result in any lessening of the protection they afford but must, on the contrary, seek to 
ensure a high level of protection in the community.” 

6 Commission Document on the Protection of Individuals in relation to the Processing of 
Personal Data in the Community and Information security. COM (90) 314 final, 13 September 
1990: “The diversity of national approaches and the lack of a system of protection at 
community level are an obstacle to completion of the internal market. If the fundamental 
rights of data subjects, in particular their right to privacy, are not safeguarded at community 
level, the cross-border flow of data might be impeded ….” The legal basis for the Directive 
was Article 100a (now Article 95) of the Treaty. 

7 Announcement of the Hellenic Data Protection Authority (HDPA), G/EX/5556/21 June 2018, 
clarifications regarding the certification of data processing acts in accordance with the GDPR. 

8 The etymology of the word ‘interpretation’ by God Hermes (cf. Bampiniotis, 2002, the notion 
‘I interpret’), if considered that this God functioned as a mediator between Gods and humans, 
as an interpreter of the will of Gods to mortals. 

9 Food for thought by Knight (2017). 


