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Abstract

This report presents the results of SIENNA research on legal developments and approaches to specific
legal issues and human rights challenges related to artificial intelligence (Al) and robotics at the
international, EU and national level (12 countries, EU and non-EU). The report broadly discusses the
legal issues and human rights challenges of Al and robotics and analyses relevant international, EU and
regional laws and human rights standards. It summarises and compares the results of the country
studies on law, Al and robotics. It also discusses existing norms and standards and gaps and presents
some recommendations and ways to overcome gaps. This report will feed into the forthcoming SIENNA
work on enhancing the existing legal framework that will identify potential changes needed in dialogue
with legislators and relevant committees.

Document history
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comparative reviewers.
analysis and
finalise.

V2.0 29 March 2019 Final version Address feedback SIENNA partners,
and comments European
from partners and Commission.
reviewers.

Information in this report that may influence other SIENNA tasks

Linked task

Task 5.6: Enhancement of the existing
legal framework by networking with
legislators and relevant committees
about the three topics

Task 6.2: Adapt and exploit methods
developed in this project for legal
analysis of emerging technologies in
other domains

Points of relevance

Based on the results of Tasks 2.2, 3.2 and 4.2, task 5.2 will identify
potential changes needed in the existing legal and human rights
frameworks (i.e., international, EU and/or national) that might be
necessary or desirable in order to create an environment in which
the proposed codes of conduct could be implemented most
effectively.

Task 6.2 will draw on the results included here (to analyse the
possibilities for the general application of our approach for legal
and human rights analysis, with reference to other types of future
and emerging technologies)
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Executive summary

This report presents the results of SIENNA research on legal developments and approaches to specific
legal issues and human rights challenges related to artificial intelligence (Al) and robotics at the
international, EU and national level (12 countries, EU and non-EU). It broadly discusses the legal issues
and human rights challenges of Al and robotics and analyses relevant international, EU and regional
laws and human rights standards. It summarises and compares the results of the country studies on
law, Al and robotics. It also discusses existing legal norms and standards, the gaps and challenges and
presents some recommendations. This report will feed into the forthcoming SIENNA work on
enhancing the existing legal framework that will identify potential changes needed in dialogue with
legislators and relevant committees. It will help readers understand better the international, EU and
selected countries legal developments and approaches to specific legal issues related to Al and
robotics, become sensitised of the issues, and learn of parallel developments.

Legal issues and human rights challenges related to Al and robotics

There are a number of legal issues and human rights challenges related to Al and robotics. For Al, these
include: lack of algorithmic transparency/transparency in automated decision-making; unfairness,
bias, discrimination and lack of contestability; intellectual property issues; legal personhood issues
(i.e., should/can Al systems can be deemed subjects of law); issues related to Al vulnerabilities in
cybersecurity; issues related to impacts on the workplace and workers; privacy and data protection
issues; liability issues related to damage caused by Al systems and applications. Robotics-related issues
include: deception by robots, legal personhood for robots (should robots have a specific legal status),
use of autonomous weapons to cause harm and make threats of harm, safety and control issues
(particularly those affecting the right to life and/or bodily integrity), ascribing liability for malicious or
non-malicious use, privacy invasions, replacement of human workers and job losses, consumer
protection issues and intellectual property issues. Some of these are common problems of ICT
technology in general - though facilitated or exacerbated by Al and robotics in some way. Other issues
are novel and developing, e.g., legal personhood for Al systems and robots.

Many of the identified issues have wide-ranging societal and human rights implications and will affect
a spectrum of human rights: data protection, equality, freedoms, human autonomy and self-
determination of the individual, human dignity, human safety, informed consent, integrity, justice and
equity, non-discrimination, privacy and self-determination. As Al and robotics technologies work
closely together and with vast amounts of data, they will have cross-over and multiplicative effects
that exacerbate legal and human rights issues related to them. Such issues might also amplify if the Al
and robotics industry develops applications and systems without paying attention early-on in the
design and development process to the impacts of such technologies on human rights and societal
values.

Analysis of relevant international and regional laws and human rights standards

While some Al and/or robotics issues are well-covered in a general sense by the provisions in
international law (though the law itself is not ‘Al’ or ‘robotics’ specific), other issues such as legal
personhood for robots and consumer protection issues are not addressed in existing treaties. Some
issues, by their nature, are naturally regulated at the regional or national level. There is much to be
done in terms of advancing the discussion and actions on the legal regulation of Al and robotics.
International legislators and the legal community should:
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e pay particular attention to the global impacts of Al and robotics and especially the more
vulnerable international communities that need protection would be left behind (‘Al’ divides),

e determine the challenges that need prioritising,

e set clear ground rules on what Al and robotics applications are not permitted under
international human rights law,

e determine how international actors (state and multi-national corporations leading the Al and
robotics revolutions) could practically implement their human rights obligations through
positive and negative incentives,

e determine how to address the negative impacts caused by the import and export of Al/and
or robotics technology.

Analysis of relevant EU laws and human rights standards

The ability of the EU legal framework to meet the challenges of Al and robotics is highly differentiated
depending on the field. When it comes to the issues of algorithmic transparency and transparency in
decision-making, bias and discriminations and personal data protection, it seems that the revised EU
data protection framework may potentially offer some legal tools to accommodate these challenges
and in this regard the EU may be considered a global trailblazer. However, its potential effectiveness
largely depends on indirect guarantees that may or may not be used by individuals — for example a
data subject exerting her or his right of access may use this right to detect algorithmic bias (as a first
step to fight the bias), but this will require knowledge, skills, time and willingness.

The assessment of the applicability of existing EU safety and civil liability legislation is also nuanced. It
remains open to discussion to what extent, in the context of Al and robotics, should the EU law expand
to non-harmonised areas of civil liability for damages. There is some discrepancy between the EC and
the European Parliament general approaches (the former is more cautious in its assessment of existing
framework and in particular regarding the need to revise current legislation and the necessity to adopt
new legislation, the latter seems to be much more critical about the sufficiency of current rules and is
consequently to a larger extent pushing for a more proactive legislative approach, calling for revisions
and adopting of new law).

There are fields, e.g., intellectual property of work created by Al, in which the current EU framework
does not provide clear answers to some of the challenges (e.g., who could benefit from the work
created by Al?) and at the same time there are no signs indicating that the EU institutions are looking
for legal solutions in this respect.

Overall, the EU can be described as being proactive in the field of Al and robotics — various types of
documents on the topic are being published almost on a monthly basis. To a certain extent, this may
create a problem of coordination between different legislative and regulatory actors involved,
including accommodating results of work of various Commission Expert Groups, Commission Staff
working documents or studies commissioned by the European Parliament.

National comparative analysis

Legal academic discourses on Al and robotics are established in some countries, while in others they
are in their infancy. In many of the studied countries, issues pertaining to Al and robotics have attracted
the high-level attention of political parties. Overall, there were no major or significant amendments
in legislation bearing on constitutional or human rights in direct response to Al and robotics
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developments reported in the country research for the last five to ten years. In some countries, even
in the future this is extremely unlikely to happen (such issues are projected to be left to the courts to
adjudicate based on existing laws). With regard to plans to create or adopt new legislation to
specifically regulate ‘Al’ or ‘robotics’, most countries have adopted a cautious response which has
required or left existing laws to be creatively applied or existing regulatory bodies to step in. The
national research revealed no regulatory bodies have been created specifically to regulate Al or
robotics, though there have been calls for these. Case law identified focussed on various issues. This
report also presents a comparative analysis of four specific legal questions addressed and reported in
the national reports and identifies the convergences and the divergences along with any peculiarities
— details are available in section 6.6.

Various gaps and challenges were identified based on the research carried out, e.g., few Al and
robotics-specific regulations (other than those related to drones and self-driving cars — this is a
challenge where issues with high impacts on individuals or society are not, or seen not to be
addressed), lack of new regulatory bodies where existing ones fall short, sufficiency of existing national
laws, lack of clarification on the application of existing laws, lack of legal academic debates in some
countries, lack of judicial knowledge and training, greyness in the legal status of robots and automated
systems. Concerns were raised regarding the usefulness of regulating Al and robotics through ethical
frameworks and whether soft regulation could replace the legislative response. Concerns were also
raised about algorithmic discrimination and the perpetuation of injustice and whether existing
fundamental rights provisions are resilient to deal with issues of Al and robotics. Regional and
European orders and institutions could play a vital role in helping countries to further evaluate and
discuss such issues or present guidance to address such issues.

General discussion

Some common developments in international, EU and national law (studied in this report) are evident
in terms of the existence of human rights laws and principles that can be extended or applied to Al
and/or robotics. Naturally, none of the human rights instruments the research looked at, specifically
address ‘Al’ or ‘robotics’, but their framework or principles could well be extended and applied to Al
and/or robotics. At the international, EU and national levels there are also currently, no Al and/or
robotics specific regulatory bodies (though this position might change in the future and there are many
calls for the creation of these, whether justified or unjustified).

Though some exploratory work and policy views are evident, there has not been a breakthrough
headway in addressing legal personhood issues for Al and/or robotics at either of the three levels —
while this issue has been raised (and will continue to be at the forefront of legal debates for the near
future), international or even regional-level agreement? on this (i.e., whether legal personhood should
be offered to Al systems/robots and what form this should take) might be difficult or near impossible
to achieve (given the political nature/sensitivity of the issue), also as such issues are largely regulated
at the national level.

At all three levels (international, national and EU), the issue of lack of clarity and guidance being
provided by existing regulators on how to apply or interpret existing legislation to address issues
related to robotics and Al, has and is being addressed (incentivised by technological developments,
investments, policy and regional/national strategic focuses on Al, for example).

! See Delcker, Janosch, “Europe divided over robot ‘personhood’, Politico, 11 April 2018 (updated 13 April
2018). https://www.politico.eu/article/europe-divided-over-robot-ai-artificial-intelligence-personhood/
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The state of legislative play differs at the three levels given the diversity of countries, institutions,
their mandates, powers and political will. Gaps and challenges are evident in all three cases (though
the identification of these is limited). Some of these are common (e.g., lack of organised policies,
parallel developments, discrepancy in approaches). Others are more specific and pertain to the region
(e.g., in some cases a lack of legislation and guidance on applying existing legislation to Al and robotics
is evident; in others, fast-paced and overwhelming developments are evident, e.g., the EU changes in
data protection law and the availability of new tools and courses of legal action).

Some issues such as lethal autonomous weapons, cross-country Al-based surveillance,
cryptocurrencies, need, and are best addressed by a global, international approach. Other issues are
best dealt with at the regional or EU level (where agreement on principles and law can be reached e.g.,
as has occurred in the case of EU data protection law, though not without challenges). Ultimately,
given the differences in political strategy (some countries are far more widely ambitious in their
strategies and developments than others?), legal and ethical cultures, states of technological
development, the use, transfer (import and export) and implementation of Al and robotics, complexity
of issues, and the impacts on individuals, national law (primary® or secondary legislation®) and
jurisprudence will be the better locale for the resolution of issues and impacts related to Al and/or
robotics (though international/regional law might provide the framing). International or regional
legislation that is not well-grounded or takes into account the diverse national environments might
work to limit the development and adoption of and/or robotics in countries which will then, in turn,
adversely affect a country’s growth and progress.

At the EU-level, while there might be limited scope for a Regulation or Directive (unless this is scoped
narrowly to fit a specific domain and application), Decisions, Recommendations and Opinions might
be brought further into play to address legal issues of Al and robotics and provide guidance. At the
national level, more legislative movements are expected (especially for specific applications where
there are none as such technologies are not yet in use). Also, the convergence of Al and/or robotics
technologies with the human might stretch the bounds of existing law, e.g., in terms of autonomy,
identity and justice.

Conclusions

As Al and robotics technologies progress, there will be further (amplified) legal issues and impacts on
human rights that will need further monitoring and research. Al is at the forefront of discussions at the
moment, more than robotics, but we expect the convergence of the technologies (Al, robotics, 1oT)
will change this. The convergence of technologies and the human is also relevant and needs to be
addressed — this is something that poses its own unique dilemma for the law.

The report recommends:

e Setting up a global legal Al and/or robotics observatory at the international (UN, Council of
Europe) or EU-level with inputs from international and national rapporteurs to help
systematically monitor and bring together not only legislation, but developments, case law,
emerging legal issues and would inform future legislative work.

2E.g., China
3 E.g., Acts of Parliament or Statutes.
4 E.g., Statutory Instruments or Codes, Orders, Regulations, Rules.
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e Carrying out a regulatory impact assessment® and considering adequately Al and/or robotics
in context (and take into account their impacts — ethical, legal, social, economic, political,
environmental) before legislating. Using legal foresight which is a rarely used tool, would well
support such an exercise and advance legal discussions.

5> An RIA (or simply Impact Assessment, IA) is “a systematic and mandatory appraisal of how proposed primary
and-or secondary legislation will affect certain categories of stakeholders, economic sectors, and the
environment.” Radaelli, Claudio M. and Fabrizio De Francesco, “Regulatory impact assessment”, in Robert
Baldwin, Martin Cave, and Martin Lodge (eds.), The Oxford Handbook of Regulation, Oxford University Press,
Oxford, pp. 279-301.



741716 - SIENNA-D

List of figures

e Figure 1: Countries studied

List of tables

e Table1:
e Table 2:
e Table 3:
e Table 4:
e Table5:
e Table6:
e Table7:
e Table 8:

List of acronyms/abbreviations
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List of acronyms/abbreviations

Abbreviation

ACHR
ACRWC
Al

AI&R
AU
CJEU
CoE
ccw

D

DoA

EC

EDPS
EU

FRA
GDPR
IACAFDI
IACEFDPD

IACPHROP
IACRRDRFI

IBA
ICCPR
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IC)

ICO
ICT

loT

IP

IPRs

Explanation

American Convention on Human Rights/Pact of San Jose

African Charter on the Rights and Welfare of the Child

Artificial intelligence

Artificial intelligence and robotics

African Union

Court of Justice of the European Union

Council of Europe

Convention on Conventional Weapons

Deliverable

Description of Action

European Commission

European Data Protection Supervisor

European Union

EU Agency for Fundamental Rights

General Data Protection Regulation

Inter-American Convention against All Forms of Discrimination and Intolerance
Inter-American Convention on the Elimination of all Forms of Discrimination
Against Persons with Disabilities

Inter-American Convention on Protecting the Human Rights of Older Persons
Inter-American Convention against Racism, Racial Discrimination and Related
Forms of Intolerance

International Bar Association

International Covenant on Civil and Political Rights

International Covenant on Economic, Social and Cultural Rights
International Court of Justice

Information Commissioner’s Office

Information and Communications Technology

Internet of Things

Intellectual property

Intellectual property rights
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Abbreviation Explanation

LARs Lethal autonomous robotics

MEP Member of European Parliament

OAS Organization of American States

OAU Organization of African Unity

STOA Science and Technology Options Assessment
TEU Treaty on European Union

TFEU Treaty on the Functioning of the European Union
UAS Unmanned aerial systems

UDHR Universal Declaration of Human Rights

UNICRI United Nations Interregional Crime and Justice Research Institute
us United States

USA United States of America

VDPA Vienna Declaration and Programme of Action
WIrPO World Intellectual Property Organization

Table 1: List of acronyms/abbreviations

Glossary of terms

Term
Artificial intelligence

Automated decision-
making

Hard law

Explanation

The science and engineering of machines with capabilities that are
considered intelligent (i.e., intelligent by the standard of human
intelligence). Major applications of Al technology are in transportation,
education, finance, industry, healthcare, marketing, management,
telecommunications, entertainment and defence, amongst other fields.
Important sub-fields of Al include: knowledge representation and
automated reasoning, artificial neural networks, machine learning,
computer vision, computer audition, natural language processing, expert
systems, data mining, intelligent agent systems and automated planning,
evolutionary computation. [SIENNA D4.1]

Decision based solely on automated processing, including profiling, which
produces legal effects concerning a data subject or similarly significantly
affects him or her (GDPR, Article 22 (1). It refers to individual decision-
making made by automated means without any human involvement.
Examples include: an online decision to award a loan; and a recruitment
aptitude test which uses pre-programmed algorithms and criteria.®
(Information Commissioner’s Office)

Authoritative rules backed by coercive force exercised at the national
level by a legitimately constituted (democratic) nation-state and
constituted in the supranational context by binding commitments

8Information Commissioner’s Office (ICO), “Rights related to automated decision making including profiling”.

g

https://ico.org.uk/for-organisations/guide-to-the-general-data-protection-regulation-gdpr/individual-

rights/rights-related-to-automated-decision-making-including-profiling/
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Term
Law

Machine learning

Regulation

Regulatory bodies

Robotics

Soft law

Explanation

voluntarily entered into between sovereign states (typified by public
international law’

Encompasses both hard law and soft law (SIENNA D1.1, p.30)

A set of approaches within Al where statistical techniques and data are
used to “teach” computer systems how to perform particular tasks,
without these systems being explicitly programmed to do so. (SIENNA
D4.1, p. 11.)

The intentional use of authority to affect behaviour of a different party
according to set standards. Law is one of the institutions for purposively
attempting to shape behaviour and social outcomes, but there may be
other means, including the market, social norms, and technology itself.
Regulation can also mean a species of hard law, e.g., a type of EU legal
act with a direct effect defined by Article 288 of the Treaty on the
Functioning of the European Union® or, in some instances, a legal act
adopted at the national level.

Bodies that exercise regulatory or supervisory powers. E.g., regulatory
agencies, watchdogs, Commissions.

The field of science and engineering that deals with the design,
construction, operation, and application of robots. Major applications of
robots are in transportation, industry, healthcare, education,
entertainment, space exploration, defence, retail, companionship,
housekeeping and other areas. Important subfields of robotics were
found to include: robot mechanics, robot sensing, robot control
(including many subareas, such as robot learning, adaptive control,
developmental robotics, evolutionary robotics, cognitive robotics,
behaviour-based robotics, robotic mapping and planning), robot
locomotion, bio-inspired and soft robotics, humanoid robotics,
microrobotics, nanorobotics, beam robotics, cloud robotics, swarm
robotics, telerobotics, social robotics and human-robot interaction.
[SIENNA D4.1]

Normative, non-binding instruments emanating from law-making bodies
including resolutions, recommendations, guidelines, communications,
notices etc. (public, top-down instruments). The lack of binding force is
the main feature distinguishing soft from hard law.®

7 Brownsword, Roger, Eloise Scotford, and Karen Yeung, “Law, Regulation and Technology: The Field, Frame,
and Focal Questions”, in Roger Brownsword, Eloise Scotford, and Karen Yeung (eds.), The Oxford Handbook of
Law, Regulation and Technology, Oxford University Press, Oxford, 2017, pp. 3-40.

8 According to this provision, “To exercise the Union's competences, the institutions shall adopt regulations,
directives, decisions, recommendations and opinions. A regulation shall have general application. It shall be
binding in its entirety and directly applicable in all Member States. A directive shall be binding, as to the result to
be achieved, upon each Member State to which it is addressed, but shall leave to the national authorities the
choice of form and methods. A decision shall be binding in its entirety. A decision which specifies those to whom
it is addressed shall be binding only on them. Recommendations and opinions shall have no binding force.”
% Goncales, Maria Eduarda, Maria Ines Gameiro, “Hard Law, Soft Law and Self-regulation: Seeking Better
Governance for Science and Technology in the EU”, Working paper, 2011.
https://www.researchgate.net/publication/272351073_Hard_Law_Soft_Law_and_Self-
regulation_Seeking_Better_Governance_for_Science_and_Technology in_the EU
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Table 2: Glossary of terms

1. Introduction

1.1 Background and objectives

The objectives of the SIENNA legal research were pre-defined in the SIENNA Description of Action
(DoA)*¥° and further refined in the SIENNA Handbook.!! Based on this, this research was guided by the
following questions:

e What are the international and regional laws relevant to Al and robotics?

e  Which rights of individuals (or groups) may potentially be affected by developments and what
human rights standards may be relevant to consider in establishing methods to avoid or
alleviate negative impacts and encourage positive impacts of those developments?

e To what extent are the existing legal frameworks adequate to deal with challenges posed by
developments in Al and robotics?

e How might specific novel legal questions be solved in different jurisdictions according to
different legal systems? What are the commonalities and differences between national legal
systems with respect to those questions?

e What are the convergences, divergences and gaps in national and international legal orders
for Al and robotics? What are the possible ways to overcome the gaps?

This report highlights the general legal and human rights issues of Al and robotics and explores whether
these are covered by existing legislation. It also looks for gaps and the potential or actual solutions that
are present. The report will provide inputs for forthcoming SIENNA work and help readers understand
better the international, EU and select countries legal developments and approaches to specific legal
issues related to Al and robotics. It will help them become sensitised of the issues and learn of parallel
developments at different levels and countries.

1.2 Scope and limitations

The scope of the report is as pre-defined by the SIENNA project. The wide range of countries covered
in the analysis of this report, the combination of general and specific questions for the study of national
laws, and the thematic coordination of national research with the analysis of international and regional
laws presented here will provide a useful overview of current state of the domestic law and legal
responses to some of the key developments in Al and robotics.

10 The DoA outlines the following objectives: map and study relevant norms from international and regional legal
orders; explore how Al and robotics might affect the rights of individuals and groups; explore which human rights
standards may be relevant to consider in establishing methods to avoid or alleviate negative impacts and
encourage positive impacts; analyse selected EU and non-EU countries’ legislations pertinent to Al and robotics;
compare national laws against the international and regional norms and human rights standards; and analyse
the findings in terms of their regulatory-design characteristics.

11 SIENNA, D1.1: The consortium’s methodological handbook, 30 April 2018.
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The research was not without its challenges, especially given the limited resources and vastness of the
topics themselves — Al and/or robotics and the differences in the jurisdictions. We did not examine all
the legal issues of Al and robotics (covered in section 3 of this report) in the national legal comparative
analysis but selected two issues per technological area (two for Al and two for robotics) for detailed
analysis due to the limited scope of the task and resources available for the national studies.

1.3 Structure of the report

Section 2 outlines the approach followed, the methodology and research questions. Section 3 broadly
discusses the legal issues and human rights challenges of Al and robotics. Section 4 presents an analysis
of relevant international and regional laws and human rights standards. Section 5 presents an analysis
of relevant EU laws and human rights standards. Section 6 presents an analysis of relevant national
laws and human rights standards — this section summarises and compares the results of the country
studies on law, Al and robotics. Section 7 discusses the findings and identifies convergences,
divergences and gaps, followed by section 8 which discusses issues and ways to move forward at the
international, EU and national levels. The Annexes of this report include a template and instructions
for country studies and 12 country studies.

1.4 Related projects and relevant initiatives: examples
This report would like to acknowledge some prior and ongoing relevant work and initiatives.

One example is the EU-funded RobolLaw project (2012-2014) that investigated how emerging
technologies in (bio-) robotics (e.g., bionics, neural interfaces and nanotechnologies) are regulated.
The project presented "Guidelines on Regulating Robotics", with regulatory suggestions for the
European Commission, to establish a solid framework of 'robolaw' in Europe.'? Its key conclusions were
framed around whether robots deserved a special case (treatment); the role of ethics in regulating
emerging technologies; robotics, vulnerabilities and human capabilities; human enhancement
technologies: reframing the debate and policy suggestions; liability rules as a tool to incentivise safety
and spread desirable technologies; and the generalisation of the recommendations.

Another relevant initiative is the SHERPA project (2018-2021) which is investigating how smart
information systems (SIS; the combination of artificial intelligence and big data analytics) impact ethics
and human rights issues. SHERPA’s work includes looking at regulatory options for SIS and coming up
with terms of reference for a SIS regulator. There is also the PANELFIT project which will produce
editable, open access Guidelines, validated by two data protection agencies that will serve as
operational standards to reduce the ethical and legal issues posed by ICT technologies. PANELFIT will
suggest possible concrete improvements to the current regulatory and governance framework, both
at the EU and the national level. SIENNA, SHERPA and PANELFIT will share their findings with each
other, and discuss outcomes. This deliverable (and forthcoming SIENNA legal work) will be particularly
relevant to SHERPA work that will explore regulatory options to support the ethical and responsible
development of smart information systems and the feasibility of a bespoke new regulator at the EU
and/or Member State levels.

12 See: Palmerini, Erica, et al, D6.2 Guidelines on Regulating Robotics, Robolaw, 22.9. 2014.
http://www.robolaw.eu/Robolaw files/documents/robolaw d6.2 guidelinesregulatingrobotics 20140922.pdf
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There are other national level initiatives such as Robotics & Al Law Society (RAILS) in Germany,?
NESTA’s work on anticipatory regulation as an innovation method (UK)!*, and its pilot project ‘Mapping
Al Governance’, an information resource about global governance activities related to artificial
intelligence.®®

This SIENNA report will complement the work of such projects and initiatives and feed into them.

2. Approach and methodology

The SIENNA Handbook (D1.1)! outlined the detailed methods and approaches for analysing
international, regional and national laws.

This research used a combination of doctrinal, functional, and law-in-context methods to address the
research questions. It first looked at and mapped the legal issues and human rights challenges relevant
to Al and robotics. The mapping part of the legal research began with a literature review and included
the relevant analysis of findings and results of SIENNA tasks 2.1, 3.1, 4.1 (state of the art reviews).

Approach to analysing international (including regional) law and to human rights analysis

In this phase of the analysis, using desktop research we studied relevant international norms and
regional legal orders (such as the Council of Europe, the Organization of American States and African
Union). First, we identified relevant organisations (i.e., bodies competent to enact hard and soft law),
explored the scope of their mandate and competences that may provide ground for legal interventions
affecting Al and robotics. Next, we mapped the relevant international sources of hard and soft law (i.e.,
legal documents, case law) and identified their nature (binding, non-binding), assessed their validity,
relevance to Al and robotics and any gaps.

Approach to analysing EU law

The research included an analysis of the EU law. The analysis followed the above-outlined approach
applied to the international law, but also took into account distinct features of the legal system of the
European Union. In particular, in the light of principle of conferral, we explored the extent to which
addressing the identified legal issues including human rights challenges lies within the EU competences
and bore in mind that EU law uses terminology and legal concepts that are often peculiar to it.

Approach to national studies and comparative research

This research also analysed selected 12 EU and non-EU countries’ legislations pertinent to Al and
robotics (annexed to this report). The SIENNA team formulated guidelines for national reports (see

13 http://ai-laws.org/en/. RAILS is working on a legal framework that facilitates technical developments, avoids
discrimination, ensures equal treatment and transparency, protects fundamental democratic principles and
ensures that all parties involved are adequately participating in the economic results of the digitalization.

1 https://www.nesta.org.uk/feature/innovation-methods/anticipatory-regulation/

15 https://www.nesta.org.uk/blog/mapping-global-approaches-ai-governance/

16 SIENNA, D1.1: The consortium’s methodological handbook, 30 April 2018.
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Annex) which combined general'’ and specific questions®® related to Al and robotics and an outline for
the national reports (mirrored in the country reports). Relevant examples from a test study carried out
by the Task 4.2 task leader were provided. Partners were invited to contribute in establishing the list
of questions for analysis to ensure cultural differences were taken into consideration and there was a
common understanding of all terms used. A first draft of the country reports was prepared and
discussed at the SIENNA legal workshop in Warsaw, 8-9 November 2018 after which the country
reports were finalised.

Based on the SIENNA Description of Action and the SIENNA Handbook, 12 countries were chosen and
studied (eight European and four non-European to provide a wide range of differing norms and
underlying values). As specified in the SIENNA Description of Action, the following countries were
studied to ensure different regional representation: a Nordic state, Sweden; a Benelux state, The
Netherlands; a British Isles state, the United Kingdom; a Central European state, Germany; three
Mediterranean (and/or Alpine) countries, France, Greece and Spain; and an Eastern European state,
Poland. The countries cover the civil code and common law states, and different constitutional
traditions. For a wider comparative perspective beyond the EU, the partners considered coverage in
terms of geography, culture, scientific developments and the protection of human rights and
shortlisted the following countries for analysis (1) the United States, a North American country; (2)
Brazil, a South American country; (3) China, an Asian country; and (5) South Africa, an African country.

Further details are presented in Section 6.1 and 6.2.

The outputs of national analysis ascertaining the state of law and current legal responses of the
regulation of Al and robotics was then compared with each other (i.e., horizontal comparison),
accounting for differences in each of the legal systems and values that underpin these systems.

3. Legal issues and human rights challenges of Al and robotics

There are a number of legal issues and human rights challenges related to Al and robotics. This section
presents a brief (non-exhaustive) overview of such issues!® and challenges based on a preliminary
literature review of Al and robotics documents addressing legal aspects, i.e., articles in academic and
legal practitioner journals, books, legal commentaries or legal policy studies (from last five to ten
years). This review was a starting point to help determine which specific legal issues are being
discussed and debated in relation to Al and robotics and should be further be explored in SIENNA and
particularly investigated in the country studies (See report annex).

As outlined in SIENNA D4.1, State of the art review on Al and robotics, “there exists a degree of overlap
between Al and robotics”.?’° However, though they might converge and be interconnected (e.g.,
artificially intelligent robots or software robots) and present similar challenges, they are each, distinct
technologies, and serve different purposes. This is why we chose to study them individually where
feasible, which was also a great help to disentangle issues. We recognise that many of these issues are
inter-related (e.g., transparency, fairness, accountability) and might not operate in silos.

17 Related to legal developments in the country.

18 Qutlined further in the document (at the end of the issues analysis).

1% The order of presentation of the issues is not reflective of their importance.
20 SIENNA, D4.1 State of the art review: Al and robotics, 2018.
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3.1 Artificial intelligence

Our literature review identified the following key issues: lack of algorithmic transparency/transparency
in automated decision-making; unfairness, bias, discrimination and lack of contestability; intellectual
property issues; legal personhood issues (i.e., should/can Al systems can be deemed subjects of law);
issues related to Al vulnerabilities in cybersecurity; issues related to impacts on the workplace and
workers; privacy and data protection issues; liability issues related to damage caused by Al systems
and applications.

We briefly explore these below (noting that some issues cross-over and might be common to both Al
and robotics)

Lack of algorithmic transparency/transparency in automated decision- making

The lack of algorithmic transparency?! is a significant issue that is at the forefront of legal discussions
on Al.22 This issue has become significant; as Cath highlights, the ‘ proliferation of Al in high-risk areas,
pressure is mounting to design and govern Al to be accountable, fair and transparent.”? As pointed
out by Mittelstadt et al, “the primary components of transparency
are accessibility and comprehensibility of information. Information about the functionality of
algorithms is often intentionally poorly accessible”.?* Though it has its limitations?®, transparency is
important as a part of accountability. Transparency is stressed in the GDPR in relation to personal data
processing and providing individuals with appropriate information and control.

21 Some recent publications include: Lepri, Bruno, et al., “Fair, transparent, and accountable algorithmic
decision-making processes”, Philosophy & Technology, Vol. 31, No. 4, 2018, pp. 611-627; Coglianese, Cary, and
David Lehr, “Transparency and algorithmic governance,” Administrative Law Review, 2018, pp. 18-38; Bodo, B.,
et al, “Tackling the Algorithmic Control Crisis-the Technical, Legal, and Ethical Challenges of Research into
Algorithmic Agents”, Yale Journal of Law and Technology, Vol. 19. No. 1, 2018, pp. 3.

22 E.g., EDPS, “Artificial Intelligence, Robotics, Privacy and Data Protection, Background document for the 38"
International Conference of Data Protection and Privacy Commissioners, 2016. https://edps.europa.eu/data-
protection/our-work/publications/other-documents/artificial-intelligence-robotics-privacy-and en; Pasquale,
Frank, The Black Box Society, The Secret Algorithms That Control Money and Information, Harvard University
press, 2015.

23 Cath, Corinne, "Governing artificial intelligence: ethical, legal and technical opportunities and challenges",
Philosophical Transactions of the Royal Society A: Mathematical, Physical and Engineering Sciences, 2018.
https://royalsocietypublishing.org/doi/full/10.1098/rsta.2018.0080

24 Mittelstadt, Brent Daniel, Patrick Allo, Mariarosaria Taddeo, Sandra Wachter, and Luciano Floridi, "The ethics
of algorithms: Mapping the debate”, Big Data & Society 3, no. 2, 2016.
https://journals.sagepub.com/doi/full/10.1177/2053951716679679

25 Ananny, M., & K. Crawford, “Seeing without knowing: Limitations of the transparency ideal and its
application to algorithmic accountability”, New media & society, December 2016.
http://journals.sagepub.com/doi/abs/10.1177/1461444816676645?journalCode=nmsa
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Unfairness, bias and discrimination and lack of contestability

Unfairness?®, bias?’” and discrimination? repeatedly pop up as issues and have been identified as a
major challenge?® related to the use of algorithms and automated decision-making systems (e.g., to
make decisions related to health®°, employment, credit, criminal justice3!, insurance).

A 2018 focus paper from the EU Agency for Fundamental Rights (FRA) outlines the potential for
discrimination against individuals via algorithms, calls it a “pressing challenge” and states that “the
principle of non-discrimination, as enshrined in Article 21 of the Charter of Fundamental Rights of the
European Union, needs to be taken into account when applying algorithms to everyday life”.3? It cites
examples with potential for discrimination such as: automated selection of candidates for job
interviews, use of risk scores in creditworthiness or in trials.

In 2016, an EU Parliament report on the fundamental rights implications of big data: privacy, data
protection, non-discrimination, security and law-enforcement, stressed that “because of the data
sets and algorithmic systems used when making assessments and predictions at the different stages
of data processing, big data may result not only in infringements of the fundamental rights of
individuals, but also in differential treatment of and indirect discrimination against groups of people
with similar characteristics, particularly with regard to fairness and equality of opportunities for access
to education and employment, when recruiting or assessing individuals or when determining the new
consumer habits of social media users” and called on the European Commission, the Member States
and the data protection authorities “to identify and take any possible measures to minimise
algorithmic discrimination and bias and to develop a strong and common ethical framework for the
transparent processing of personal data and automated decision-making that may guide data usage

and the ongoing enforcement of Union law”.3*

A related issue is the lack of contestability. Edwards and Veale, highlight, a connected issue — the lack
of contestability - in relation to algorithmic systems, i.e., the “lack of an obvious means to challenge

26 Smith, Lauren, "Unfairness by Algorithm: Distilling the Harms of Automated Decision-Making", Future of
Privacy Forum, 2017. https://fpf.org/2017/12/11/unfairness-by-algorithm-distilling-the-harms-of-automated-
decision-making/

27 Courtland, Rachel, “Bias detectives: the researchers striving to make algorithms fair”, Nature, 20 June 2018.
https://www.nature.com/articles/d41586-018-05469-3; Hajian, Sara, Francesco Bonchi, and Carlos Castillo,
“Algorithmic bias: From discrimination discovery to fairness-aware data mining”, Proceedings of the 22nd ACM
SIGKDD international conference on knowledge discovery and data mining, ACM, 2016; Baeza-Yates, Ricardo,
“Data and algorithmic bias in the web," Proceedings of the 8th ACM Conference on Web Science, 2016.

28 Smith, Lauren, op cit., 2017.

29 See Hacker, Philipp, “Teaching fairness to artificial intelligence: Existing and novel strategies against
algorithmic discrimination under EU law,” Common Market Law Review, Vol. 55, Iss. 4, 2018, pp. 1143-1185.

30 See Danks, David, and Alex John London, “Algorithmic bias in autonomous systems,” Proceedings of the 26th
International Joint Conference on Artificial Intelligence”, AAAIl Press, 2017, p.4.
https://www.cmu.edu/dietrich/philosophy/docs/london/l1JCAI17-AlgorithmicBias-Distrib.pdf

31E.g., Berk, R. A., “Accuracy and fairness for juvenile justice risk assessments”, Journal of Empirical Legal
Studies, 2019, https://crim.sas.upenn.edu/sites/default/files/Berk FairJuvy 1.2.2018.pdf

32 EU Agency for Fundamental Rights (FRA), #BigData: Discrimination in data-supported decision making, May
2018. http://fra.europa.eu/en/publication/2018/big-data-discrimination

33 http://www.europarl.europa.eu/sides/getDoc.do?pubRef=-//EP//TEXT+REPORT+A8-2017-
0044+0+DOC+XML+VO//EN

34 |bid.
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them when they produce unexpected, damaging, unfair or discriminatory results”.® In similar vein,
Hildebrandt also highlights how “the opacity of ML systems may reduce both the accountability of their

‘owners’ and the contestability of their decisions”.3®

Intellectual property issues

Intellectual property rights are part of the Universal Declaration of Human Rights (UDHR)*’, the
International Covenant on Economic, Social and Cultural Rights (ICESCR)®, the International Covenant
on Civil and Political Rights (ICCPR)* and the Vienna Declaration and Programme of Action (VDPA)
1993. Such rights they have a “human rights character” and “have become contextualised in diverse
policy areas”.*® There are intellectual property issues related to works created by Al (e.g., who owns
Al generated works or inventions? Should Al’s inventions be considered prior art? Who owns the
dataset from which an artificial intelligence must learn? Who should be liable for creativity and
innovation generated by Al, if they impinge upon others’ rights or other legal provisions?*'. Many of
these have not been answered conclusively and need further research and exploration.

Legal personhood issues: should/can Al systems can be deemed subjects of law?

There is ongoing debate about whether Al (and/or robotics systems) “fit within existing legal categories
or whether a new category should be created, with its own specific features and implications”.*? Cerka
et al, ask whether artificial intelligence systems can be deemed subjects of law.** Bryson considers
conferring legal personhood on purely synthetic entities will become a very real legal possibility, but
thinks such “legislative action would be morally unnecessary and legally troublesome”.** In her review
of the utility and history of legal fictions of personhood and after discussing the salient precedents
where such fictions resulted in abuse or incoherence, Bryson argues that, “While Al legal personhood
may have some emotional or economic appeal, so do many superficially desirable hazards against
which the law protects us”.** Brozek and Jakubiec investigated the issue of legal responsibility of
autonomous machines and argue that “autonomous machines cannot be granted the status of legal
agents.”4®

35 Edwards, Lilian and Veale, Michael, “Slave to the algorithm? Why a 'right to an explanation' is probably not
the remedy you are looking for”, Duke Law and Technology Review, 16 (1), 2017, pp. 1-65.

36 Hildebrandt, Mireille, "The new imbroglio. living with machine algorithms", The Art of Ethics in the
Information Society, 2016.

37 |.e., Article 27.

38 Article 15.

39 Article 19.

40 WIPO, “Intellectual Property and Human Rights”, proceedings of a panel discussion, organized by the World
Intellectual Property Organization in collaboration with the Office of the United Nations High Commissioner for
Human Rights, on 9 November 1998.

http://www.wipo.int/edocs/pubdocs/en/intproperty/762/wipo pub 762.pdf

41 CEIPI, “Artificial Intelligence and Intellectual Property”. http://www.ceipi.edu/en/training-seminars/artificial-
intelligence-and-intellectual-property/

42 See for instance, European Parliament resolution of 16 February 2017 with recommendations to the
Commission on Civil Law Rules on Robotics (2015/2103(INL)), Official Journal of the European Union, C
252/239, 18.7.2018.

43 Cerka, Paulius, Jurgita Grigiene, and Gintaré Sirbikyte, “Is it possible to grant legal personality to artificial
intelligence software systems?” Computer Law & Security Review, Vol. 33, 5, 2017, pp. 685-699.

44 Bryson, Joanna J., Mihailis E. Diamantis, and Thomas D. Grant, "Of, for, and by the people: the legal lacuna of
synthetic persons", Artificial Intelligence and Law, Vol. 25, 3, 2017, pp. 273-291.

4 |bid.

46 Brozek, Bartosz, and Marek Jakubiec, “On the legal responsibility of autonomous machines”, Artificial
Intelligence and Law 25, 3, 2017, pp. 293-30.
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Issues related to Al vulnerabilities in cybersecurity

A RAND perspectives report?” highlights various national security issues related to Al, for example, fully
automated decision-making leading to costly errors and fatalities, the use of Al weapons without
human mediation, issues related to Al vulnerabilities in cybersecurity, how the application of Al to
surveillance or cybersecurity for national security opens a new attack vector based on ‘data diet
vulnerability’, the use of network intervention methods by foreign-deployed Al, larger scale and more
strategic version of current advanced targeting of political messages on social media etc. The RAND
report*® also identifies domestic security-related issues, for example, (growing) deployment of artificial
agents for the surveillance of civilians by governments (e.g., predictive policing algorithms)- these are
called out for their potential to adversely impact fundamental citizens’ rights. The EU-funded SHERPA
project® is also exploring issues related to Al and cybersecurity.

Issues related to impact on the workplace and workers

An IBA Global Employment Institute report highlights the impact of Al and robotics and their impact
on the workplace.®® Some issues highlighted are: preparation of future workers by equipping them
with the required skills, need to adapt the education system, creation of new job structures and new
types of jobs, dismissal of employees, inequality in the ‘new’ job market, integration of untrained
workers in the ‘new’ job market, labour relations (i.e., possible implications for union activities and
collective bargaining aspects, challenges for employee representatives, changes in the structure of
unions), health and safety issues, impact on working time, impact on remuneration (changes,
pensions), social security issues etc. The report suggests that “legislators are already lagging behind
and the gap between reality and legal framework is growing”.>! All the identified issues not only have
significant human rights impact potential but also raise ethical issues and dilemmas that might not
easily be resolved. These issues are especially relevant considering their potential to impact a large
number of people (especially the working classes) in many different ways.

Privacy and data protection issues

Legal scholars and data protection enforcement authorities opine that Al poses big privacy and data
protection challenges.>? The challenges relate to informed consent, surveillance, data protection rights
of individuals (e.g., right of access to personal data, right to prevent processing likely to cause damage
or distress, right not to be subject to a decision based solely on automated processing etc). Wachter
and Mittelstadt highlight how “concerns about algorithmic accountability are often actually concerns
about the way in which these technologies draw privacy invasive and non-verifiable inferences about
us that we cannot predict, understand, or refute”.>® They state, “individuals are granted little control

47 0soba, Osonde A. and William Welser IV, The Risks of Artificial Intelligence to Security and the Future of
Work, RAND Corporation Santa Monica, 2017. https://www.rand.org/pubs/perspectives/PE237.html

48 Osoba, Welser, op. cit., 2017.

43 https://www.project-sherpa.eu/about/

50 |nternational Bar Association, Global Employment Institute, Artificial Intelligence and Robotics and Their
Impact on the Workplace, April 2017.
https://www.ibanet.org/Document/Default.aspx?DocumentUid=c06aala3-d355-4866-beda-9a3a8779babe

51 Osoba, op. cit., 2017.

52 Gardner, Stephen, “Al poses big privacy and data protection challenges”, Bloomberg Law News, 26 oct 2016.
https://www.bna.com/artificial-intelligence-poses-n57982079158/

53 Wachter, Sandra, and B. D. Mittelstadt, “A right to reasonable inferences: re-thinking data protection law in
the age of Big Data and Al”, Columbia Business Law Review, 2019. https://ora.ox.ac.uk/objects/uuid:d53f7b6a-
981c-4f87-91bc-

743067d10167/download file?file format=pdf&safe filename=Wachter%2Band%2BMittelstadt%2B2018%2B-
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and oversight over how their personal data is used to draw inferences about them” and call for a new
data protection ‘right to reasonable inferences’, to “help close the accountability gap currently posed
‘high risk inferences’ , meaning inferences that are privacy invasive or reputation damaging and have
low verifiability in the sense of being predictive or opinion-based”.>*

The EDPS, Artificial Intelligence, Robotics, Privacy and Data Protection Background document for the
38th International Conference of Data Protection and Privacy Commissioners, 2016, highlights the
potential for increase in privacy implications and powerfulness of surveillance possibilities. One key
question raised was how data protection authorities could/were appropriately supervising
organisations using intensively big data, Al and machine learning.

The UK Information Commissioner’s Office (ICO)’s discussion paper on “Big data, artificial intelligence,
machine learning and data protection” (2017) examines the implications of big data, artificial
intelligence (Al) and machine learning for data protection, and explains the ICO’s views on these (i.e.,
that the benefits will not be achieved at the expense of data privacy rights; and meeting data
protection requirements will benefit both organisations and individuals).>®

Liability issues related to damage caused by Al

Liability issues might present in the form of civil liability or criminal liability. Kingston discusses Al and
legal liability — both whether criminal liability could ever apply, to whom it might apply, and, under civil
law, whether an Al program is a product that is subject to product design legislation or a service to
which the tort of negligence applies.>” Hallevy discusses the criminal liability of Al entities, i.e.,
responsibility for harm caused.*® Hallevy also explores whether an Al entity itself be criminally liable
(beyond the criminal liability of the manufacturer, end-user or owner, and beyond their civil liability)
and suggests that the imposition of criminal liability upon Al entities for committing intellectual
property offenses is quite feasible, and proposes solutions for sentencing Al entities.>®

In certain civil law jurisdictions, many liability issues are handled through strict liability. However,
Bathee outlines “Strict liability is also a poor solution for the problem because if one cannot foresee
the solutions an Al may reach or the effects it may have, one also cannot engage in conduct that strict

%2BA%2Bright%2Bto%2Breasonable%2Binferences%2B-

%2BVersion%2B6%2Bssrn%2Bversion.pdf&type of work=Journal+article

54 |bid.

55 EDPS, “Artificial Intelligence, Robotics, Privacy and Data Protection, Background document for the 38th
International Conference of Data Protection and Privacy Commissioners, 2016. https://edps.europa.eu/data-
protection/our-work/publications/other-documents/artificial-intelligence-robotics-privacy-and en

56 |CO, Big data, artificial intelligence, machine learning and data protection,

Version: 2.2, 2017. https://ico.org.uk/media/for-organisations/documents/2013559/big-data-ai-ml-and-data-
protection.pdf

57 Kingston, J.K.C., “Artificial intelligence and legal liability”, in International Conference on Innovative
Techniques and Applications of Artificial Intelligence, Springer, Cham, Dec 2016, pp. 269-279.

58 Hallevy, Gabriel, "The Criminal Liability of Artificial Intelligence Entities - from Science Fiction to Legal Social
Control," Akron Intellectual Property Journal, Vol. 4, Iss. 2, Article 1, 2010.
http://ideaexchange.uakron.edu/akronintellectualproperty/vol4/iss2/1

59 Hallevy, Gabriel, “Al v. IP - Criminal Liability for Intellectual Property IP Offenses of Artificial Intelligence Al
Entities”, 17 Nov 2015. http://dx.doi.org/10.2139/ssrn.2691923
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liability is designed to incentivize, such as taking necessary precautions or calibrating the level of

financial risk one is willing to tolerate”.®°

Accountability for harms

In the “ART of Al”, Dignum explains accountability as “the need to explain and justify one’s decisions
and actions to its partners, users and others with whom the system interacts. To ensure accountability,
decisions must be derivable from, and explained by, the decision-making algorithms used”. ®* Dignum
further clarifies that “accountability in Al requires both the function of guiding action (by forming beliefs
and making decisions), and the function of explanation (by placing decisions in a broader context and

by classifying them along moral values)”.%?

Wachter, Mittelstadt, and Floridi, suggest that “American and European policies now appear to be
diverging on how to close current accountability gaps in Al”.%3 Legal accountability mechanisms for Al
harms might take the form of a ‘right to explanation’®, data protection and information and
transparency safeguards, auditing, or other reporting obligations. Doshi-Velez et al®, review contexts
in which explanation is currently required under the law and outline technical considerations that must
be considered if we desired Al systems that could provide kinds of explanations that are currently
required of humans.

In addition to the above listed Al issues, the Council of Europe study on the human rights dimensions
of automated data processing techniques (in particular algorithms) and possible regulatory
implications,®® identified the following impacts of algorithms on human rights — these include fair trial
and due process, freedom of expression, freedom of assembly and association, effective remedies,
social rights and access to public services, rights to free elections®’ etc. As Al and robotics technologies
progress, we expect there will be further legal issues and impacts on human rights that will need
further monitoring and research.

3.2 Robotics

This section covers various issues raised by robots/pertaining to robotics applications as identified by

60 Bathaee, Y., “The artificial intelligence black box and the failure of intent and causation”, Harvard Journal of
Law & Technology, 31(2), pp. 889- 937, p. 894.

61 Dignum, Virginia, “The ART of Al — Accountability, Responsibility, Transparency”, Medium, 4 March 2018.
https://medium.com/@virginiadighum/the-art-of-ai-accountability-responsibility-transparency-48666ec92ea5
62 Dignum, op., cit., 2018.

3 Wachter, S., Mittelstadt, B., & Floridi, L., “Transparent, explainable, and accountable Al for robotics”, Science
Robotics, 2(6), 2017, eaan6080.

64 Edwards, L., M. Veale, “Enslaving the algorithm: from a 'right to an explanation' to a 'right to better
decisions'?” IEEE Security and Privacy Magazine, Jan 2018; Edwards, Lilian, and Michael Veale, "Slave to the
Algorithm? Why a “Right to an Explanation” is Probably Not the Remedy You Are Looking For”, Duke Law and
Technology Review Vol. 16, 18, 2017.

85 Doshi-Velez, Finale, Mason Kortz, Ryan Budish, Chris Bavitz, Sam Gershman, David O'Brien, Stuart Schieber,
James Waldo, David Weinberger, and Alexandra Wood, "Accountability of Al Under the Law: The Role of
Explanation" arXiv preprint arXiv:1711.01134, 2017. https://arxiv.org/pdf/1711.01134.pdf

66 Council of Europe, Study on the human rights dimensions of automated data processing techniques (in
particular algorithms) and possible regulatory implications, Prepared by the committee of experts on internet
intermediaries (MSI-NET), March 2018. https://rm.coe.int/study-hr-dimension-of-automated-data-processing-
incl-algorithms/168075b94a

67 Recalling the concerns raised by deep fakes and Al-enabled disinformation campaigns.
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our literature review. These include: deception by robots, legal personhood for robots (should robots
have a specific legal status), use of autonomous weapons to cause harm and make threats of harm,
safety and control issues (particularly those affecting the right to life and/or bodily integrity), ascribing
liability for malicious or non-malicious use, privacy invasions, replacement of human workers and job
losses, consumer protection issues and intellectual property issues. We briefly discuss these next.

Deception by robots

Deception®® has been identified as an emerging issue related to robotics (e.g., camouflage robots) with
huge impact on vulnerable populations.®® As Zawieska highlights, "Some researchers focus on
purposefully deceptive robots. This is because deception is seen as a useful technique widely used by
humans, and animals, that helps achieving specific goals”.”® Hartzog, also highlights how this makes
“marketing robots a ripe opportunity for deception because consumers are primed to believe”.”?
Further, “not all deception is actionable and not all deceptions are lawbreakers. A modest amount of
inaccuracy is allowable, if not encouraged, under general principles of marketing and the messiness of
human interaction. Many robots that end up misleading people might simply be engaged in trade
puffery or common data analytics, similar to how a salesperson relies upon context and cues to tailor
a strategy to best close the deal”.”> While deception by robots may be perfectly acceptable in some
contexts and domains, in others it would not be. E.g., Deception by a robot might fall foul of law which
prohibits which prohibits unfair and deceptive trade practices.”®

Legal personhood for robots: should robots have a specific legal status?

This is an old debate; Solum in 1992,7* raised theoretical questions and discussed whether an artificial
intelligence become a legal person and took up the question whether cognitive science might have
implications for current legal and moral debates over the meaning of personhood. There has been
renewed policy interest in this issue of late. However, it has been increasingly in focus at the EU-level.
The EU Parliament report (2017) with recommendations to the Commission on Civil Law Rules on
Robotics expressly called upon the European Commission “when carrying out an impact assessment of
its future legislative instrument, to explore, analyse and consider the implications of all possible legal
solutions” including creating a specific legal status for robots in the long run, so that at least the most

%8 For a taxonomy of robot deception, see Shim, Jaeeun, and Ronald C. Arkin, “A taxonomy of robot deception
and its benefits in HRI”, 2013 IEEE International Conference on Systems, Man, and Cybernetics. |EEE, 2013. The
listed cases include deceiving human for deceiver robot’s own benefit using physical interactions, deceiving
other robot or nonhuman for deceiver robot’s own benefit using physical interactions, deceiving human for
deceived human’s benefit using physical interactions, deceiving other robot or nonhuman for deceived other’s
benefit using physical interactions, deceiving humans for deceiver robot’s own benefit using behavioral
interactions, deceiving other robots or nonhumans for deceiver robot’s self-benefit using behavioral
interactions, deceiving humans for deceived human’s benefit using behavioral interactions and deceiving other
robots or nonhumans for deceived other’s benefit using behavioral interactions.

89 Robots may have deception and discrimination abilities built in that might affect human dignity. See the
example of the Paro seal robot. http://doc.gold.ac.uk/aisb50/AISB50-S17/AISB50-S17-Sharkey-Paper.pdf

70 Zawieska, Karolina, “Deception and manipulation in social robotics", Workshop on The Emerging Policy and
Ethic of Human-Robot Interaction at the 10th ACM/IEEE International Conference on Human-Robot Interaction
(HRI2015). http://www.openroboethics.org/hril5/wp-content/uploads/2015/02/Mf-Zawieska.pdf

"1 Hartzog, Woodrow, "Unfair and deceptive robots." Md. L. Rev.74, 2014, pp. 785.
https://heinonline.org/HOL/LandingPage?handle=hein.journals/mllr74&div=41&id=&page=

2 Hartzog, op. cit., 2014.

Blbid.

74 Solum, Lawrence B., “Legal personhood for artificial intelligences”, NCL Rev. 70, 1992, p. 1231- 1287.




741716 - SIENNA-D

sophisticated autonomous robots could be established as having the status of electronic persons
responsible for making good any damage they may cause, and possibly applying electronic personality
to cases where robots make autonomous decisions or otherwise interact with third parties

independently”.”

An Open Letter by artificial intelligence and robotics experts, industry leaders, law, medical and ethics
experts to the European Commission, strongly recommends that “from an ethical and legal
perspective, creating a legal personality for a robot is inappropriate whatever the legal status
model...”.”®

In 2009, Schaerer, Kelley, and Nicolescu proposed a framework for ‘Robots as Animals’ in which robots
are analogised to domesticated animals for legal purposes in disputes about liability.”” Subsequently,
Kelley et al, examined the laws concerning domesticated animals in countries in Europe, Asia, and
North America and used their analysis to expand the framework to better reflects the established
norms of several nations and balance the competing interests of producers and consumers of robot
technology.”®

Use of autonomous weapons to cause harm and make threats of harm

Discussions on harm or threats of harm from robots have been framed around ‘autonomous
weapons’”® ‘armed drones’®, ‘drone warfare’ ‘killer robots’8!. There is much debate in the area of the
law of armed conflict surrounding these. The connected issues relate to dual-use concerns, lethality,
transparency in deployment and use, lawfulness or legal basis, operational responsibility, etc. In 2018
the European Parliament Resolution on autonomous weapons systems®? highlighted that a number of
countries, publicly funded industries and private industries are reportedly researching and developing
lethal autonomous weapon systems and their potential to fundamentally change warfare by
prompting an unprecedented and uncontrolled arms race. It also highlights how the use of lethal

75 European Parliament Committee on Legal Affairs, Report with recommendations to the Commission on Civil
Law Rules on Robotics (2015/2103(INL)), 27.1.2017.http://www.europarl.europa.eu/sides/getDoc.do?pubRef=-
//EP//TEXT+REPORT+A8-2017-0005+0+DOC+XML+VO//EN

76 Open Letter to the European Commission Artificial Intelligence and Robotics, 5 April 2018.
https://g8fip1kplyr33r3krz5b97d1-wpengine.netdna-ssl.com/wp-
content/uploads/2018/04/RoboticsOpenletter.pdf

7 Schaerer, E., R. Kelley, M. Nicolescu, “Robots as Animals: A Framework for Liability and Responsibility in
Human-Robot Interactions,” in Proc. of the International Symposium on Robot and Human Interactive
Communication (RO-MAN ‘09), September 2009.

78 Kelley, Richard, et al., "Liability in robotics: an international perspective on robots as animals", Advanced
Robotics, Vol. 24, 13, 2010, pp. 1861-1871

7% Gubrud, Mark, “Why Should We Ban Autonomous Weapons?”, IEEE Spectrum, 1 June 2016.

80 See, for example, Martins, Bruno Oliveira, "The European Union and armed drones: framing the debate.",
Global Affairs, 2015, pp. 247-250; Dorsey, J. & C. Paulussen, “A common European position on armed drones?
Charting EU member states' views on questions of counterterrorism uses of force”, Global Affairs, 1(3), 2015,
pp. 277-283; Dworkin, A., “Drones and targeted killing: Defining a European position”, Policy Brief, European
Council on Foreign Relations”, 2013; Dworkin, A., “The EU and armed drones — epilogue”, Global Affairs, 1(3),
2015, pp. 293-297.

81 See, e.g., Krishnan, Armin, Killer robots: Legality and ethicality of autonomous weapons, Ashgate, Aldershot,
2009; Mdller, Vincent C. and Thomas W. Simpson, “Killer robots: Regulate, don’t ban”, University of Oxford,
Blavatnik School of Government Policy Memo, November 2014, pp. 1-4.

82 European Parliament resolution of 12 September 2018 on autonomous weapon systems (2018/2752(RSP)),
12 September 2018 — Strasbourg. http://www.europarl.europa.eu/sides/getDoc.do?pubRef=-
//EP//TEXT+TA+P8-TA-2018-0341+0+DOC+XML+V0O//EN&language=EN
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autonomous weapon systems raises fundamental ethical and legal questions of human control
especially where machines and robots cannot make human-like decisions involving the legal principles
of distinction, proportionality and precaution. Concerns were expressed in relation to an arms race in
such weapons and threats from their malfunctioning or cyberattacks.®.

Safety and control issues of robots particularly those affecting the right to life and/or bodily integrity
Robots present safety and control issues that might adversely affect human life and well-being®*. For
instance, medical robots might compromise patient care, cause injury or death via device or
instrument malfunctions.®> Robotics prosthesis might be risky and unsafe. As Hersch outlines, in the
case of assistive robots, “additional safety precautions, as well as an even higher level of reliability than
for industrial robots”®® are needed. As recognised by an EU Parliament STOA report, multiple
safeguards are needed “to ensure that the robot itself is safe for users and does not infringe on their

right to physical integrity” .8’

Ascribing liability for malicious or non-malicious use of robots

Ascribing liability for malicious® and non-malicious®® use of robots, e.g., autonomous
vehicles/driverless cars or autonomous weapons systems is another pertinent issue in play. At the EU°
and national level, liability of autonomous vehicles is being addressed.

Gless, Silverman and Weigend discuss criminal responsibility in relation to robots and self-driving cars
and argue in favour of limiting the criminal liability of operators to situations where they neglect to
undertake reasonable measures to control the risks emanating from robots.*! Zornoza et al®? propose

8 See also European Parliament resolution on the use of armed drones, 25.02.2014 [adopted 27.02.2014]
(2014/2567(RSP)). http://www.europarl.europa.eu/sides/getDoc.do?pubRef=-//EP//TEXT+MOTION+P7-RC-
2014-0201+0+DOC+XML+VO//EN

84 vasic, Milos, and Aude Billard, "Safety issues in human-robot interactions", 2013 IEEE International
Conference on Robotics and Automation, IEEE, 2013.
http://citeseerx.ist.psu.edu/viewdoc/download?doi=10.1.1.299.826&rep=rep1&type=pdf

85 See for instance, Alemzadeh, Homa, Jaishankar Raman, Nancy Leveson, Zbigniew Kalbarczyk, and
Ravishankar K. lyer, "Adverse events in robotic surgery: a retrospective study of 14 years of FDA data”, PLoS
One 11, no. 4, 2016. http://journals.plos.org/plosone/article?id=10.1371/journal.pone.0151470

8 Hersh, Marion, “Overcoming Barriers and Increasing Independence — Service Robots for Elderly and Disabled
People”, International Journal of Advanced Robotic Systems, 2014.
http://eprints.gla.ac.uk/101946/1/101946.pdf

87 European Parliamentary Research Service Scientific Foresight Unit (STOA), Scientific Foresight study, Ethical
Aspects of Cyber-Physical Systems, June 2016.
http://www.europarl.europa.eu/RegData/etudes/STUD/2016/563501/EPRS STU(2016)563501 EN.pdf

88 Example of one type of malicious use is cyberattacks on industrial, commercial or domestic robots by hackers
to spy on people or cause other harms. https://teiss.co.uk/special-reports/industrial-domestic-robots-
vulnerable-cyber-attacks/

8 For example, caused by accident or where for example one driverless cars acts in a way that causes some
harm to avoid other harm.

% European Parliament, A common EU approach to liability rules and insurance for connected and autonomous
vehicles: European Added Value Assessment, Feb 2018.
http://www.europarl.europa.eu/RegData/etudes/STUD/2018/615635/EPRS STU(2018)615635 EN.pdf

9 Gless, S., E. Silverman, & T. Weigend, “If Robots cause harm, Who is to blame? Self-driving Cars and Criminal
Liability” New Criminal Law Review: In International and Interdisciplinary Journal, 19(3), 2016, pp. 412-436

92 Zornoza, Alejandro, et al, "Robots Liability: A Use Case and a Potential Solution", Robotics-Legal, Ethical and
Socioeconomic Impacts InTech, 2017. https://www.intechopen.com/books/robotics-legal-ethical-and-
socioeconomic-impacts/robots-liability-a-use-case-and-a-potential-solution
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a robot liability matrix as a mechanism to distribute liabilities between the robot, the manufacturer,
and the owner, depending on the knowledge programmed by the manufacturer and the one acquired
by the robot (through its learning ability and the adjustments made by the owner), that would
distribute the responsibility for damages among the three agents involved. Pagallo®® examines the
impact of robotics technology on legal systems and how a new generation of robo-traders, Al
chauffeurs, artificial pop singers and autonomous lethal weapons affect individual’s knowledge,
environments and perceptions of the world and suggests that at least in the civil law-field, “only robots
shall pay” at times may be the right answer.

Privacy invasions

Robots may help exacerbate privacy invasions (as Calo explains, “Robots can go places humans cannot
go, see things humans cannot see®®), e.g., via use of face-recognition software to identify and profile
individuals or locate individuals.®® Calo suggests robots “greatly facilitate direct surveillance” due to their
sophisticated sensors and processors which “greatly magnify the human capacity to observe”. Calo
also highlights how robots implicate privacy by introducing “new points of access to historically
protected spaces” citing the example of the home robot.*® Calo cautions about a third way in which
robots implicate privacy, i.e., stemming from their “unique social meaning” and social dimension which
Calo suggests presents the following dangers:®” First, the introduction of social robots into living and
other spaces historically reserved for solitude, may reduce the dwindling opportunities for interiority
and self-reflection that privacy operates to protect; second, social robots may be in a unique position
to extract information from people and can leverage most of the same advantages of humans (fear,
praise, etc.) in information gathering, but they also have perfect memories, are tireless, and cannot be
embarrassed, giving robots advantages over human persuaders; finally, the social nature of robots may
lead to new types of highly sensitive personal information—implicating what might be called “setting
privacy.”%®

Replacement of human workers and job losses

One of the key concerns® related to the use of robots relates to the replacement of human workers
and consequent job losses (noting that this will not happen in all cases'®, contexts or automatically; it
might also have a liberative and positive effect) — especially, in relation to lower skilled jobs in labour-

9 pagallo, U., “What Robots Want: Autonomous Machines, Codes and New Frontiers of Legal Responsibility”, In
M. Hildebrandst, J. Gaakeer (eds.), Human Law and Computer Law: Comparative Perspectives., lus Gentium:
Comparative Perspectives on Law and Justice, Vol 25. Springer, Dordrecht.
https://link.springer.com/chapter/10.1007/978-94-007-6314-%202 3#citeas

9 Calo, M. Ryan, “Robots and privacy”, in Patrick Lin, Keith Abney and George A. Bekey (eds.), Robot Ethics: The
Ethical and Social Implications of Robotics, 2012, pp 187-202.

% Woo, Marcus, “Robots: can we trust them with our privacy”, BBC Future, 5 June 204.
http://www.bbc.com/future/story/20140605-the-greatest-threat-of-robots

% Calo, op. cit., 2012.

97 Summarised here.

%8 Calo, op. cit., 2012.

99 See https://www.theguardian.com/technology/2017/mar/24/millions-uk-workers-risk-replaced-robots-
study-warns; https://www.theatlantic.com/business/archive/2015/09/jobs-automation-technological-
unemployment-history/403576/ ; http://www.newsweek.com/bullshit-jobs-age-automation-why-are-
americans-still-working-so-hard-983753

100 See Jackson, Gavin, “Job loss fears from automation overblown, says OECD”, Financial Times, 1 April 2018.
https://www.ft.com/content/732c3b78-329f-11e8-b5bf-23cb17fd1498
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intensive sectors which, as the EU Parliament Resolution®? on Civil Law Rules on Robotics underlines,
are likely to be more vulnerable to automation — how would/does the law protect sections of the
population that might be vulnerable to losing this jobs? Is there/will there be legislative and policy
action to invest in education and reforms to improve reallocation, development of new skills or lifelong
learning for humans that are replaced by robots or have to work alongside them? If this is not done,
then human workers might not be equipped or fall short in terms of their self-fulfilment potential and
their contribution to the economy and society.?

Consumer protection issues

Hartzog, using the examples of robots such as household helpers, personal digital assistants,
automated cars, and personal drones, suggest they “raise common consumer protection issues, such
as fraud, privacy, data security, and risks to health, physical safety and finances”.13 Some of these have
already been covered above. Hartzog also suggests robots “raise new consumer protection issues, or
at least call into question how existing consumer protection regimes might be applied to such emerging

technologies” .10

Intellectual property issues

Intellectual property issues related to robots include, e.g., whether a robot be an author or an
inventor? Or whether a robot can co-author a work with human intelligence? While there is no
consensus!® on how intellectual property rights might be devolved to robots, some suggest that given
the direction of some policy-makers to consider legal status for robots might lead to intellectual
property rights stemming from this.1% As the capacity of robots to create and innovate increases, these
will become challenges that will need definitive answers and/or come to be adjudicated as conflicts
arise between humans and robots, or robots versus robots.

Conclusion

As one can see, there are a variety of legal issues pertaining to Al and robotics; some common problems
of ICT technology in general - though facilitated or exacerbated by Al and robotics in some way and
other issues are novel and developing e.g., legal personhood for Al systems and robots.

Many of the identified issues have wide-ranging societal and human rights implications. Such issues
will affect a spectrum of human rights principles: data protection, equality, freedoms, human
autonomy and self-determination of the individual, human dignity, human safety, informed consent,

101 European Parliament, Resolution of 16 February 2017 with recommendations to the Commission on Civil
Law Rules on Robotics. http://www.europarl.europa.eu/sides/getDoc.do?pubRef=-//EP//TEXT+TA+P8-TA-
2017-0051+0+DOC+XML+VO//EN

102 World Economic Forum (In collaboration with The Boston Consulting Group), Towards a Reskilling
Revolution: A Future of Jobs for All, January 2018.

http://www3.weforum.org/docs/WEF FOW Reskilling Revolution.pdf

103 Hartzog, Woodrow, “Unfair and Deceptive Robots”, 74 Maryland Law Review 785, May 2015.
http://digitalcommons.law.umaryland.edu/cgi/viewcontent.cgi?article=3675&context=mlr

104 Hartzog, op. cit., 2015.

105 1, Tiffany and Charles Roslof, “Robots vs. Monkeys: Intellectual Property Rights of Non-Human Creators
[Poster Session] SSRN, 29 March 2016. https://ssrn.com/abstract=2756245

106 Kathrani, Paresh, “Could intelligent machines of the future own the rights to their own creations?” The
Conversation, 1 Dec 2017. https://theconversation.com/could-intelligent-machines-of-the-future-own-the-
rights-to-their-own-creations-86005
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integrity, justice and equity, non-discrimination, privacy and self-determination.®” As Al and robotics
technologies work closely together and with vast amounts of data, they will have cross-over and
multiplicative effects that exacerbate legal and human rights issues related to them. Such issues might
also amplify if the Al and robotics industry develops applications and systems without paying attention
early-on in the design and development process to the impacts of such technologies on human rights
and societal values.

Using a mix of the following criteria: (a) their prominence in legal and policy discussions at the
international regional or national level, (b) their prevalence in policy and legal academic discussions
especially at the global and regional (i.e., EU-policy) level and (c) their potential to impact ethical values
and human rights, (d) novelty and need for further research (given emerging scientific interest and
rapid technological developments) to gain insights, inform and enhance current debates, we
shortlisted the following topics of study for Al from the above at the national level:

e Algorithmic bias and discrimination (including automated decision-making systems), i.e., how

does the law deal with issues of algorithmic bias and discrimination?
e Intellectual property issues related to works created by Al

For robotics, we have shortlisted the following for study at the national level:

e Creation of a specific legal status for robots, i.e., legal personhood or electronic personality,
i.e., has the law created/does the law recognise a specific legal status for robots? Are there
any movements in this direction?

e Safety and civil liability issues: who is liable for damage caused by robots?

We next analyse and assess relevant international and regional laws and human rights standards.

4. Analysis of relevant international and regional laws and
human rights standards

This section presents an overview, mapping and analysis of relevant international and regional laws
and human rights standards that may be applicable to Al and robotics. We look at relevant
organisations, their competencies, sources of law (e.g., hard, soft law and case law), map legal issues
to international treaties and assess current position and gaps to help consolidate knowledge and refine
clarity for further work in the area.

4.1 Relevant organisations and sources of law

Relevant organisations under the purview of this research include the United Nations (including the
World Intellectual Property Organization or WIPO), the International Court of Justice (ICJ), Council of
Europe, the African Union (AU) and the African Court of Justice and the Organization of American
States (OAS). The scope of the mandates of each of these organisations differs.

107 The results of the socio-economic impact assessment carried out in SIENNA that also highlighted such issues:
Jansen, P., et al, SIENNA D4.1: State-of-the-art Review: Al and robotics, April 2018.
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The UN’s scope, per its Charter'®, includes maintaining international peace and security®®, developing
friendly relations among nations based on respect for the principle of equal rights and self-
determination of peoples, and taking other appropriate measures to strengthen universal peace;
achieving international co-operation in solving international problems of an economic, social, cultural,
or humanitarian character, and in promoting and encouraging respect for human rights and for
fundamental freedoms for all without distinction as to race, sex, language, or religion; and being a
centre for harmonising the actions of nations in the attainment of these common ends. The UN is not
authorised to intervene in “matters which are essentially within the domestic jurisdiction of any state
or shall require the Members to submit such matters to settlement under the present Charter...”.11°
We note, the establishment of the UNICRI Centre for Artificial Intelligence and Robotics in The Hague,
the Netherlands, tasked with activities such as performing risk assessment and stakeholder mapping
and analysis; implementation of training and mentoring programmes; contributing to the UN
Sustainable Development Goals through facilitation of technology exchange and by orienting policies
to promote security and development; convening expert meetings; organising policy makers’
awareness-raising workshops and international conferences.!!! UN High Commissioners, Special
Rapporteurs, and independent experts have produced reports on lethal autonomous robotics
(LARs)''2, the impact of assistive and robotics technology, artificial intelligence and automation on the
human rights of older persons!?, and on ways to bridge the gender digital divide from a human rights
perspectivel’*,

The ICJ settles, in accordance with international law, legal disputes submitted to it by States
(contentious cases) and gives advisory opinions (advisory procedures) on legal questions referred to it
by duly authorised United Nations organs and specialised agencies.!*

The Council of Europe (CoE) based in Strasbourg, is an international organisation comprising 47
countries of Europe and established to promote democracy and protect human rights and the rule of
law in Europe.!*® The Council of Europe is very proactive in relation to Al and has set up a taskforce to

108 hitp://www.un.org/en/charter-united-nations/

109 v/ia collective measures for the prevention and removal of threats to the peace, for the suppression of acts
of aggression or other breaches of the peace, and to bring about by peaceful means, and in conformity with the
principles of justice and international law, adjustment or settlement of international disputes or situations
which might lead to a breach of the peace.

110 UN Charter, Article 2(7).

1UNICRI Centre for Artificial Intelligence and Robotics.

http://www.unicri.it/in focus/on/UNICRI Centre Artificial Robotics

112 YN General Assembly, Human Rights Council, “Report of the Special Rapporteur on extrajudicial, summary
or arbitrary executions, Christof Heyns”, Twenty-third session, Agenda item 3, Promotion and protection of all
human rights, civil, political, economic, social and cultural rights, including the right to development, 9 April
2013, A/HRC/23/47. https://www.ohchr.org/Documents/HRBodies/HRCouncil/RegularSession/Session23/A-
HRC-23-47 en.pdf

113 UN General Assembly, Human Rights Council, “Report of the Independent Expert on the enjoyment of all
human rights by older persons,” Thirty-sixth session, Promotion and protection of all human rights, civil,
political, economic, social and cultural rights, including the right to development, 21 July 2017, A/HRC/36/48.
114 UN General Assembly, Human Rights Council, “Promotion, protection and enjoyment of human rights on the
Internet: ways to bridge the gender digital divide from a human rights perspective”, Report of the United
Nations High Commissioner for Human Rights, Thirty-fifth session, 5 May 2017. A/HRC/35/9.
https://documents-dds-ny.un.org/doc/UNDOC/GEN/G17/111/81/PDF/G1711181.pdf?OpenElement

115 http://www.icj-cij.org/en/cases

116 hitps://www.coe.int/en/web/about-us/do-not-get-confused
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assess both the threats and opportunities of Al for human rights.!'” The CoE Committee of Ministers
adopted Declaration Decl(13/02/2019)1 on the manipulative capabilities of algorithmic processes.'*®
The CoE Parliamentary Assembly published Recommendation n°2102(2017) about Technological
convergence, artificial intelligence and human rights.!*® There have also been other actions, e.g., a
group of parliamentarians proposed a motion for a recommendation on Justice by algorithm (the role
of artificial intelligence in policing and criminal justice systems)*?°; creation of a new Sub-Committee
on artificial intelligence and human rights in 2019 by the Committee on Legal Affairs and Human Rights;
publication of a comment in July 2018 by the Commissioner for Human Rights on the human rights

issues at stake in Al development and use.!?!

The African Union (AU) (successor of the Organization of African Unity or OAU) is an inter-
governmental organisation of African nations. Its vision is “An integrated, prosperous and peaceful
Africa driven by its own citizens and representing a dynamic force in the global arena.”*?? Its objectives
include promoting and protecting human and peoples' rights in accordance with the African Charter
on Human and Peoples' Rights and other relevant human rights instruments. It has various organs
including the Pan-African Parliament. The African Court on Human and Peoples' Rights (which
complements and reinforces the functions of the African Commission on Human and Peoples' Rights),
has jurisdiction over all cases and disputes submitted to it concerning the interpretation and
application of the African Charter on Human and Peoples' Rights, the Protocol and any other relevant
human rights instrument ratified by the States concerned.? Specifically, the Court has two types of
jurisdiction: contentious and advisory. The AU partnered in the UNESCO Forum on Al in Africa - the
forum discussed the issues and challenges related to the development and use of Al in Africa).124 At
the 32nd AU summit held in Feb 2019, the Rwandan President and outgoing AU Chairperson Kagame
encouraged leaders to work alongside regional organisations and the private sector to prepare youth
for the “technologies that are reshaping global commerce,” such as artificial intelligence, robotics, data
mining, and cybersecurity.?

117 Council of Europe, “Council of Europe and Artificial Intelligence”. https://www.coe.int/en/web/artificial-
intelligence

118 Council of Europe, Declaration by the Committee of Ministers on the manipulative capabilities of algorithmic
processes, Adopted by the Committee of Ministers on 13 February 2019 at the 1337™" meeting of the Ministers'
Deputies. https://search.coe.int/cm/pages/result details.aspx?objectid=090000168092dd4b

119 Council of Europe, Recommendation 2102 (2017)1 Technological convergence, artificial intelligence and
human rights, 2017.

120 council of Europe signhatories, Justice by algorithm — the role of artificial intelligence in policing and criminal
justice systems, Motion for a recommendation, Doc. 14628, 26 September 2018.

121 https://www.coe.int/en/web/commissioner/-/safeguarding-human-rights-in-the-era-of-artificial-intelligence
122 African Union, “AU in a nutshell”. https://au.int/en/history/oau-and-au

123 http://www.african-court.org/en/

124 The Forum report outlines: Al is experiencing uneven development in Africa because the institutional,
economic and social conditions of African countries do not always create an enabling environment to unleash
its potential. Indeed, for the moment, the real advancement and development in this area is generally taking
place in Kenya, Nigeria, Rwanda and South Africa - the countries that are the Continent’s main technological
champions. UNESCO Forum on artificial intelligence in Africa, Mohammed VI Polytechnic University, Benguérir,
Morocco 12th-13th of December 2018.

https://fr.unesco.org/sites/default/files/ai working file 3 12 18 eng.pdf

125 Roby, Christin, “AU summit opens with focus on peace and migration”, Devex.com,11 February 2019.
https://www.devex.com/news/au-summit-opens-with-focus-on-peace-and-migration-94291
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The Organization of American States (OAS) brings together all 35 independent states of the
Americas!?® and constitutes the main political, juridical, and social governmental forum in the
hemisphere. It has granted permanent observer status to 69 states, and to the European
Union (EU)'?. As per its Charter!?, the OAS “has no powers other than those expressly conferred upon
it by this Charter, none of whose provisions authorizes it to intervene in matters that are within the
internal jurisdiction of the Member States” (Article 1). It has the following essential purposes (Article
2, Charter), i.e., strengthen peace and security of the continent; promote and consolidate
representative democracy, with due respect for the principle of non-intervention; prevent possible
causes of difficulties and to ensure the pacific settlement of disputes that may arise among the
Member States; provide for common action on the part of those States in the event of aggression; seek
the solution of political, juridical, and economic problems that may arise among them; promote, by
cooperative action, their economic, social, and cultural development; eradicate extreme poverty,
which constitutes an obstacle to the full democratic development of the peoples of the hemisphere;
and achieve an effective limitation of conventional weapons that will make it possible to devote the
largest amount of resources to the economic and social development of the Member States. The OAS
has had reflections with its Ministers and High Authorities on the power of transformative
technologies, such as robotics; artificial intelligence; 3D printing; advanced manufacturing; Internet of
things etc.!?®

International sources of law include international treaties, custom, and general principles of law.

Judicial decisions and teachings may be applied as "subsidiary means for the determination of rules”.13°

International treaties that are broadly relevant to Al and robotics include the UN Charter, human rights
treaties®®!, intellectual property treaties’3?, Convention on Conventional Weapons (CCW)!33, the
European Convention on Human Rights (ECHR), Council of Europe Convention for the Protection of
Individuals with regard to Automatic Processing of Personal Data Convention 108)* (as
modernised)’*®, and the Council of Europe Convention on Cybercrime (Convention 185)13¢. Other
relevant Council of Europe documents include its Guidelines on the protection of individuals with
regard to the processing of personal data in a world of Big Data (2017)*3” and its Practical guide on the
use of personal data in the police sector (2018)*38.

The European Commission for the Efficiency of Justice (CEPEJ) of the Council of Europe adopted the
European Ethical Charter on the Use of Artificial Intelligence in Judicial Systems and their

126 hitp://www.oas.org/en/member states/default.asp

127 http://www.oas.org/en/ser/dia/perm observers/countries.asp

128 hitp://www.oas.org/en/sla/dil/inter american treaties A-41 charter OAS.asp

123 See http://www.oas.org/en/sedi/desd/stm/2017/about.asp

130 Article 38 of the Statute of the International Court of Justice.

131 See United Nations, “The Core International Human Rights Instruments and their monitoring bodies”.
https://www.ohchr.org/EN/Professionallnterest/Pages/Corelnstruments.aspx

132 hitp://www.wipo.int/treaties/en/

133 Convention on prohibitions or restrictions on the use of certain conventional weapons which may be
deemed to be excessively injurious or to have indiscriminate effects, as amended on 21 December 2001.

134 ETS No. 108. The Convention is the only binding international legal instrument in the field, with a potential
worldwide scope of application. https://www.coe.int/en/web/conventions/full-list/-/conventions/treaty/108
135 https://search.coe.int/cm/Pages/result details.aspx?Objectld=09000016807c65bf

136 ETS N0.185. https://www.coe.int/en/web/conventions/full-list/-/conventions/treaty/185

137 https://rm.coe.int/t-pd-2017-1-bigdataguidelines-en/16806f06d0

138 hitps://rm.coe.int/t-pd-201-01-practical-guide-on-the-use-of-personal-data-in-the-police-/16807927d5
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environment®® during its 31st Plenary meeting in Strasbourg, 3-4 December 2018. The Charter sets
out five principles for the ethical use of Al in judicial systems and their environment — respect for
fundamental rights, non-discrimination, quality and security, transparency, and user control.
Relevant AU treaties include: the African Charter on Human and Peoples' Rights (Banjul Charter)*,
Protocol to the African Charter on Human and Peoples’ Rights on the Rights of Older Persons!*,
Protocol to the African Charter on Human and Peoples' Rights on the Rights of Women in Africal*?,
African Union Road Safety Charter!*3, and African Charter on the Rights and Welfare of the Child
(ACRWC)*#4,

Relevant treaties in the Inter-American system include the American Declaration of the Rights and
Duties of Man (Bogota Declaration), American Convention on Human Rights/Pact of San Jose (ACHR);
Inter-American Convention against Racism, Racial Discrimination and Related Forms of Intolerance
(IACRRDRFI); Inter-American Convention against All Forms of Discrimination and Intolerance; (IACAFDI)
Additional Protocol to the American Convention on Human Rights in the area of Economic, Social and
Cultural rights (Protocol of San Salvador); Inter-American Convention on the Elimination of all Forms
of Discrimination Against Persons with Disabilities (IACEFDPD); Inter-American Convention on
Protecting the Human Rights of Older Persons (IACPHROP).

We also note here the promulgation of the Declaration on Ethics and Data Protection in Artificial
Intelligence at the 40th International Conference of Data Protection and Privacy Commissioners on the
23rd October 2018, Brussels.}*® The Declaration inter alia affirms that the “respect of the rights to
privacy and data protection are increasingly challenged by the development of artificial intelligence
and that this development should be complemented by ethical and human rights considerations”.1%®
It presents guiding principles: fairness, continued vigilance and attention, systems transparency and
intelligibility, responsible design and development by applying the principles of privacy by default and
privacy by design, empowerment of every individual, reduction and mitigation of unlawful biases or
discrimination. The 40th International Conference of Data Protection and Privacy Commissioners also
called for:

common governance principles on artificial intelligence to be established, fostering concerted international
efforts in this field, in order to ensure that its development and use take place in accordance with ethics and
human values, and respect human dignity. These common governance principles must be able to tackle the
challenges raised by the rapid evolutions of artificial intelligence technologies, on the basis of a multi-
stakeholder approach in order to address all cross-sectoral issues at stake. They must take place at an
international level since the development of artificial intelligence is a trans- border phenomenon and may
affect all humanity. The Conference should be involved in this international effort, working with and
supporting general and sectoral authorities in other fields such as competition, market and consumer
regulation.

133 https://rm.coe.int/ethical-charter-en-for-publication-4-december-2018/16808f699c¢

140 hitp://www.achpr.org/instruments/achpr/

141 https://au.int/en/treaties/protocol-african-charter-human-and-peoples’-rights-rights-older-persons

142 hitp://www.achpr.org/instruments/women-protocol/

143 https://au.int/en/treaties/road-safety-charter

144 http://www.achpr.org/instruments/child/

145 https://icdppc.org/wp-content/uploads/2018/10/20180922 ICDPPC-40th Al-Declaration ADOPTED.pdf
146 https://icdppc.org/wp-content/uploads/2018/10/20180922 ICDPPC-40th Al-Declaration ADOPTED.pdf
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4.2 Mapping, analysis and assessment of the existing legislation

International human rights treaties lay down obligations which their signatories are bound to respect
and fulfil; States must refrain from interfering with rights and take positive actions to fulfil their
enjoyment. While, none of them might explicitly apply or mention ‘artificial intelligence’ or ‘robotics’,
their broad and general scope would cover the issues identified.

The table below maps the legal issues identified in section 3 for Al to the international treaties*” to
further understand whether such provisions exist and are adequate and to understand the gaps and
challenges. Note, the table only provides few examples (global to regional) and is not an exhaustive

listing.

Legal issue — Al

Treaty that may apply (with examples)

Algorithmic
transparency/transparency in
automated decision-making

Modernised Convention 108 (to obtain, on request, knowledge of
the reasoning underlying data processing where the results of
such processing are applied to him or her; fair and transparent
processing of data)

Unfairness, bias and
discrimination

CEDAW (elimination of all forms of discrimination against women;
equal rights of men and women)

CRC (enjoyment of children’s rights without discrimination)

ICERD (discrimination);

ICCPR (equality before the law, equal protection of the law
without discrimination)

ICESCR (enjoyment of prescribed rights without discrimination)
ICMW (non-discrimination, right to life of migrant workers; right to
liberty and security of the person)

CRPD (equality; prohibition of discrimination on the basis of
disability)

European Convention on Human Rights (right to fair trial,
prohibition of discrimination)

Banjul Charter (Right to freedom from discrimination)

IACRRDRFI (protection against racism, racial discrimination, and
related forms of intolerance in any sphere of life, public or private)
IACAFDI (protection against any form of discrimination and
intolerance in any sphere of life, public or private)

IACEFDPD (prevention and elimination of all forms of
discrimination against persons with disabilities and the promotion
of their full integration into society)

IACPHROP (quality and non-discrimination for reasons of age)

Intellectual property issues

WCT (protection of the rights of authors in their literary and
artistic works; computer programs protected as literary works)
WPPT (rights of performers and producers of phonograms; moral
and economic rights of performers)

TRIPS Agreement (patents available for inventions in all fields of
technology, if new, involve an inventive step, are capable of
industrial application and not otherwise excluded)

Legal personhood issues —
should/can Al systems can be
deemed subjects of law?

Not covered.

147 We looked at the key treaties including the core international human rights instruments.
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Legal issue — Al Treaty that may apply (with examples)

Issues related to Al e Convention 108 (data security)

vulnerabilities in cybersecurity e Convention 185 (measures relating to Offences against the
confidentiality, integrity and availability of computer data and
systems)

Issues related to impact of Al e ICERD (prohibition in relation to discrimination in relation to the

on the workplace and workers enjoyment of rights to work, to free choice of employment, to just

and favourable conditions of work, to protection against
unemployment, to equal pay for equal work, to just and
favourable remuneration)

e |CESCR (right to work, including the right of everyone to the
opportunity to gain his living by work which he freely chooses or
accepts)

e CRPD (right of persons with disabilities to work, on an equal basis
with others)

e Banjul Charter (right to work under equitable and satisfactory
conditions)

e Protocol of San Salvador (right to work, including the opportunity
to secure the means for living a dignified and decent existence by
performing a freely elected or accepted lawful activity; just,
equitable, and satisfactory conditions of work)

Privacy and data protection e UDHR (No arbitrary interference with privacy, family, home or

issues correspondence)

e ICCPR (no arbitrary or unlawful interference with his privacy,
family, home or correspondence, nor to unlawful attacks on his
honour and reputation);

e ICMW (migrant’s right to privacy)

e CRPD (respect for privacy of person with disabilities)

e  European Convention on Human Rights (right to respect for
private and family life)

e Convention 108 (right to privacy and data protection; fair and
lawful collection and processing of personal data)

e CRC, ACRWC (children’s privacy)

e |ACPHROP (Protection of the integrity of older persons and their
privacy and intimacy in all their activities, particularly in acts of
personal hygiene; right to privacy and intimacy)

Liability issues related to e Convention 185 (corporate liability for criminal offences)
damage caused by Al
Accountability for harms Not covered.

Table 3: Al legal issues and international treaties

As evident, international human rights instruments broadly provide very general coverage of some of
the legal issues of Al outlined above. None of the instruments specifically address such issues (with
good reason and given that most of these instruments are technologically neutral and human-centric).

One international human rights lawyer suggests “there is much more that United Nations human rights
bodies could do to address the human rights challenges posed by Al and related new technologies”
given the presence of supportive institutions (e.g., High Commissioner for Human Rights, human rights
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treaty bodies, Special Rapporteurs);**® he also underlines that “very little sustained and substantive
attention has been paid to these issues by UN human rights bodies to date. In the absence of more
attention at the UN level, the charge that the human rights regime is not providing much clarity and

guidance to the Al debate is a valid one” .1#°

This table below maps legal issues of robotics identified in section 3 to international treaties'*® (global
to regional) to further understand whether such provisions exist and are adequate and to understand
the gaps and challenges.

autonomous
weapons to cause
harm and make
threats of harm

Legal issue — Treaty that may apply (with examples)

Robotics

Deception by e Convention 185 (covers computer-related forgery and fraud)
robots

Legal personhood Not covered.

for robots

Use of UDHR (right to life, liberty and security of person)

ICERD (prohibition in relation to discrimination in relation to the right to
security of person and protection by the State against violence or bodily harm,
whether inflicted by government officials or by any individual group or
institution)

CCW (prohibitions or restrictions on the use of certain conventional weapons
which may be deemed to be excessively injurious or to have indiscriminate
effects)

European Convention on Human Rights (right to life)

ACHR (right to liberty and security)

Bogota Declaration

Safety and control
issues of robots
particularly those
affecting the right
to life and/or
bodily integrity

UDHR (right to life, liberty and security of person)

ICCPR (inherent right to life)

CAT (prevention of torture and other Cruel, Inhuman or Degrading Treatment
or Punishment)

CRC (development of appropriate guidelines for the protection of the child
from information and material injurious to his or her well-being)

CRPD (right of persons with disabilities to enjoy the highest attainable
standard of health without discrimination on the basis of disability)
European Convention on Human Rights (right to life)

Banjul Charter (respect for life and the integrity of person)

ACHR (right to life and right to have physical, mental and moral integrity
respected — humane treatment, liberty and security)

Protocol of San Salvador (rights to health, healthy environment, special
protection in old age, special protections for handicapped)

IACPHROP (right to life and dignity in old age, right to safety etc)

Ascribing liability
for malicious or
non-malicious use
of robots

Convention 185 (measures relating to offences against the confidentiality,
integrity and availability of computer data and systems; corporate liability for
criminal offences)

148 yan Veen, Christiaan, “Artificial Intelligence: What’s Human Rights Got To Do With It?” Points, 14 May 2018.
https://points.datasociety.net/artificial-intelligence-whats-human-rights-got-to-do-with-it-4622ec1566d5

149

van Veen, op. cit., 2018.

150 We looked at the key treaties including the core international human rights instruments; this is not an

exhaustive analysis.
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Legal issue — Treaty that may apply (with examples)

Robotics

Privacy invasions e CRC (children’s privacy)

by robots e ICCPR (no arbitrary or unlawful interference with his privacy, family, home or

correspondence, nor to unlawful attacks on his honour and reputation)

e CRPD (respect for privacy of person with disabilities)

e  European Convention on Human Rights (right to respect for private and family
life)

e Convention 108 (right to privacy and data protection; fair and lawful collection
and processing of personal data)

e |ACPHROP (Older persons right to give free and informed consent on health
matters; right freely to consent to, refuse, or suspend medical or surgical
treatment®®?; protection of the integrity of older persons and their privacy and
intimacy in all their activities, particularly in acts of personal hygiene.

Replacement of
human workers
and job losses

e  UDHR (right to work, to free choice of employment, to just and favourable
conditions of work and to protection against unemployment)

e ICERD (prohibition in relation to discrimination in relation to the enjoyment of
rights to work, to free choice of employment, to just and favourable conditions
of work, to protection against unemployment, to equal pay for equal work, to
just and favourable remuneration);

e |CESCR (no deprivation of means of subsistence; right to work, including the
right of everyone to the opportunity to gain his living by work which he freely
chooses or accepts)

e CRPD (right of persons with disabilities to work, on an equal basis with others)

e  Banjul Charter (right to work under equitable and satisfactory conditions)

e Protocol of San Salvador (right to work, including the opportunity to secure the
means for living a dignified and decent existence by performing a freely
elected or accepted lawful activity; just, equitable, and satisfactory conditions
of work)

Consumer
protection issues
related to use of
robotic
applications

e Convention 185 (computer-related forgery and fraud)

Intellectual
property issues

e WCT (protection of the rights of authors in their literary and artistic works;
computer programs protected as literary works)

e  WPPT (rights of performers and producers of phonograms; moral and
economic rights of performers)

e TRIPS Agreement (patents available for inventions in all fields of technology, if
new, involve an inventive step, are capable of industrial application and not
otherwise excluded)

e Convention 185 (Offences related to copyright and related rights
infringements)

Table 4: Robotics legal issues and international treaties

One of the key unaddressed issues at the international level remains legal personhood for robots.
However, the lack of attention is very plausible given that personhood and legal status are defined and
addressed at the national level.

151 Including that of the traditional, alternative, and complementary kind—research, or medical or scientific
experiments, whether physical or psychological, and to be given clear and timely information about the
potential consequences and risks of such a decision.
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4.3 Conclusions

While some Al and/or robotics issues seem well-covered in a general sense by the provisions in
international law (though the law itself is not technology, i.e., ‘Al’ or ‘robotics’ specific), other issues
such as legal personhood for robots and consumer protection issues are not addressed in existing
treaties. Some issues by their nature are more naturally regulated at the regional or national level.

While the efforts of international organisations seem promising, in terms of actions at the policy levels,
there is still much to be done to advance the discussion and actions on the legal regulation of Al and
robotics. One might see the need for international organisations discussed in this report to come
together to further deliberate on and:

e pay particular attention to the global impacts of Al and robotics and especially the more
vulnerable international communities that need protection and would be left behind (‘Al’
divides),

e determine the challenges that need prioritising

e set clear ground rules on what Al and robotics applications are not permitted under
international human rights law,

e determine how international actors (state and multi-national corporations leading the Al and
robotics revolutions) could practically implement their human rights obligations through
positive and negative incentives,

e determine how to address the negative impacts caused by the import and export of Al/and
or robotics technology.

5. Analysis of relevant EU laws and human rights standards

This section presents an analysis of relevant EU laws and human rights standards. It first discusses
relevant organisations and relevant EU laws, maps existing laws to identified legal issues and then
examines how the law addresses the four specific issues (for Al — algorithmic bias and discrimination
and intellectual property issues related to works created by Al; for robotics - creation of a specific legal
status for robots and safety and civil liability issues).

5.1 Relevant organisations and EU law

The EU law-making and regulatory institutions have addressed Al and robotics in a number of
documents, either by specifically referring to them or by means of instruments of a more general scope
that also cover these issues. More detailed information on EU current and planned legislation is
presented in the examination of selected issues in section 5.3, the following paragraphs are meant
only to provide some more general overview of activities of the EU institutions.

The European Commission published, among others, the following Communications relating to Al or
robotics: “Digitising European Industry” in April 2016, “Building a European Data Economy” in

152 Eyropean Commision, Digitising European Industry. Reaping the full benefits of a Digital Single Market,
Communication from the Commission to the European Parliament, the Council, the European Economic and
Social Committee and the Committee of the Regions, COM/2016/0180 final, Brussels, 19.4.2016.
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January 2017,%>% “Artificial Intelligence for Europe”®® in April 2018 (with an accompanying
Commission Staff Working Document on Liability for emerging digital technologies!®®), “On the road to
automated mobility” in May 2018%°® and the “Coordinated Plan on Artificial Intelligence”*®’ in
December 2018. In 2019, the Commission is planning to publish guidance on the interpretation of the
Product Liability Directive in light of technological developments and a report on the broader
implications for, potential gaps in and orientations for, the liability and safety frameworks for Al, the
Internet of Things and robotics'®®, as well as Al ethics guidelines, prepared by the European
Commission’s High-Level Expert Group on Artificial Intelligence (the draft guidelines were published
for comment in December 2018).1%°

The European Parliament has adopted at number of resolutions referring to Al or robotics: on civil law
rules on robotics in February 2017 (with recommendations to the Commission),*®® on fundamental
rights implications of big data: privacy, data protection, non-discrimination, security and law-
enforcement in March 2017,%! on autonomous weapon systems in September 2018,%% on the use of
Facebook users’ data by Cambridge Analytica and the impact on data protection in October 2018,%3
on autonomous driving in European transport in January 2019,'%* and on comprehensive European
industrial policy on artificial intelligence and robotics, in February 2019.1%°

153 European Commision, "Building A European Data Economy", Communication from the Commission to the
European Parliament, the Council, the European Economic and Social Committee and the Committee of the
Regions, COM (2017) 9 final, Brussels, 10.1.2017

154European Commission, Artificial Intelligence for Europe, Communication from the Commission to the
European Parliament, the Council, the European Economic and Social Committee and the Committee of the
Regions, COM (2018) 237 final, Brussels, 25.4.2018. https://ec.europa.eu/digital-single-
market/en/news/communication-artificial-intelligence-europe

155 European Commission Staff, Working Document on liability for emerging digital technologies, COM (2018)
237 final, Brussels, 25.4.2018, (https://ec.europa.eu/digital-single-market/en/news/european-commission-
staff-working-document-liability-emerging-digital-technologies

156 European Commission, On the road to automated mobility: An EU strategy for mobility of the future,
Communication from the Commission to the European Parliament, the Council, the European Economic and
Social Committee and the Committee of the Regions, COM/2018/283 final Brussels, 17.5.2018

157European Commission, Coordinated Plan on Artificial Intelligence, Communication from the Commission to
the European Parliament, the Council, the European Economic and Social Committee and the Committee of the
Regions, COM (2018) 795 final, Brussels, 7.12.2018

158 European Commission, Application of the Council Directive on the approximation of the laws, regulations,
and administrative provisions of the Member States concerning liability for defective products (85/374/EEC),
Report from the Commission to the European Parliament, the Council, the European Economic and Social
Committee, COM(2018) 246 final, Brussels, 7.5.2018.

159 European Commission, “Draft Ethics guidelines for trustworthy Al”, https://ec.europa.eu/digital-single-
market/en/news/draft-ethics-guidelines-trustworthy-ai.

160 Eyropean Parliament, Resolution of 16 February 2017 with recommendations to the Commission on Civil
Law Rules on Robotics (2015/2103(INL));

161 Eyropean Parliament, Resolution of 14 March 2017 on fundamental rights implications of big data: privacy,
data protection, non-discrimination, security and law-enforcement (2016/2225(INI)).

162 Eyropean Parliament, Resolution of 12 September 2018 on autonomous weapon systems (2018/2752(RSP)
163 European Parliament, Resolution of 25 October 2018 on the use of Facebook users’ data by Cambridge
Analytica and the impact on data protection (2018/2855(RSP)

164 European Parliament resolution of 15 January 2019 on autonomous driving in European transport
(2018/2089(IN1)).

165 European Parliament, Resolution of 12 February 2019 on a comprehensive European industrial policy on
artificial intelligence and robotics (2018/2088(IN1)).
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The Council of the European Union has addressed Al or robotics in some of its conclusions, including
Council conclusions on the future of work: Making it e-easy from December 2017 or on Digital for
Development (D4D) in November 2017.%%7

Additionally, the European Data Protection Supervisor (EDPS) has been one of the authors of the
International Conference of Data Protection and Privacy Commissioners Declaration on Ethics and Data
Protection in Artificial Intelligence (October 2018).168

The Court of Justice of the European Union (CJEU) so far has not ruled explicitly on Al or robotics,
however the judgement in Google Spain!®® could be considered as relevant in the context of
accountability for algorithms.”°

Overall, the European Parliament seems to be more convinced that the existing legal framework is not
sufficient to address Al and robotics challenges and consequently, is to a larger extent calling for a new
legislation. The European Commission acknowledges these challenges but seems to be more cautious
in its assessment of the need for new legislation; at this moment it has been focussing its activities
more on evaluations and analysis.'”?

165 Council of the European Union, Council conclusions on the future of work: Making it e-easy, 14954/17,
Brussels,

7 December 2017.

167 Council of the European Union, Council conclusions on Digital for Development (D4D), 3578/ 17, Brussels, 20
November 2017.

168 Commission Nationale de I'Informatique et des Libertés, European Data Protection Supervisor and Garante
per la protezione dei dati personali, Declaration On Ethics and Data Protection in Artifical Intelligence, 40th
International Conference of Data Protection and Privacy Commissioners, 23.10.2018, Brussels.

169 Court of Justice of the European Union, Google Spain SL and Google Inc. v Agencia Espafiola de Proteccidn
de Datos (AEPD) and Mario Costeja Gonzdlez, C-131/12, 14 May 2014.

170 Nemitz, Paul, “Constitutional democracy and technology in the age of artificial intelligence”, Philosophical
Transactions of the Royal Society A: Mathematical, Physical and Engineering Sciences, vol. 376, no. 2133,
October 2018. https://royalsocietypublishing.org/doi/10.1098/rsta.2018.0089, p. 6.

171 For example, in the resolution of 16 February 2017 with recommendations to the Commission on Civil Law
Rules on Robotics (2015/2103(INL)), the European Parliament stated “whereas in the scenario where a robot can
take autonomous decisions, the traditional rules will not suffice to give rise to legal liability for damage caused
by a robot” (section AF) and that “shortcomings of the current legal framework are also apparent in the area of
contractual liability insofar as machines designed to choose their counterparts, negotiate contractual terms,
conclude contracts and decide whether and how to implement them”, what makes “the traditional rules
inapplicable” (section AG). In the Resolution the Parliament also asked the Commission “to submit, on the basis
of Article 114 TFEU, a proposal for a legislative instrument on legal questions related to the development and
use of robotics and artificial intelligence foreseeable in the next 10 to 15 years, combined with non-legislative
instruments such as guidelines and codes of conduct “ (section 51) and requested “the Commission to submit,
on the basis of Article 114 TFEU, a proposal for a directive on civil law rules on robotics” (section 65). Moreover,
in its Resolution of January 2019 on autonomous driving in European transport, the Parliament underlined the
need for a clear and harmonised legislation “to clarify and enable the tackling, as soon as possible, of issues of
liability” (section 30.) In the resolution from February 2019 on a comprehensive European industrial policy on
artificial intelligence and robotics, the Parliament welcomed the Commission’s initiative to create the Expert
Group on Liability and New Technologies, but “regretted that no legislative proposal was put forward during
this legislature, thereby delaying the update of the liability rules at EU level and threatening the legal certainty
across the EU in this area for both traders and consumers” (section 131-132). The Commission’s approach is well-
exemplified in its response to the Parliament’s Resolution on Civil Law Rules on Robotics. Answering the above-
quoted calls for legislative proposals, the Commission stated it “will assess whether legislative action is
necessary once the two parallel stakeholder consultation exercises will have been concluded” (referring to
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The EU has several existing (and forthcoming) laws relating to Al and robotics, predominantly in the
form of human rights law e.g., EU Charter of Fundamental Rights, product liability and safety
legislation, and data protection legislation.

In 2018, the European Commission set out the European approach to Artificial Intelligence.'’? The
approach aims to, inter alia, ensure an appropriate ethical and legal framework for the development
and use of Al. As far as legal issues are concerned, the Commission refers specifically to two questions:
liability and potentially biased decision-making. The EC announced?’® that by mid-2019 it would issue
a guidance document on the interpretation of Product Liability Directive in light of technological
developments and a report on the broader implications for, potential gaps in and orientation for, the
liability and safety frameworks for Al, Internet of Things (loT) and robotics.

Products liability specifically for Al and robotics is currently being reviewed by the EC to create liability
rules tailored to emerging digital technologies.t’* Such proposed changes will expand on existing
products liability afforded by the Product Liability Directive’®, which creates liability for producers of
defective products, regardless of negligence or fault, when such products cause damages (including
personal injury or death and damage to property). Under this Directive, producers are defined broadly
to include manufacturers, producers of raw materials and component parts, and importers. If a
producer cannot be identified, each supplier of a product is considered its producer. Products are
defined as “all movable objects, even when incorporated into another movable or... immovable
object,” and include electricity. Though the Directive applies to products used while providing services,
it does not apply to the service provider himself. Thus, Al/robotics products are currently governed by
this existing products liability, but any Al/robotics services are excluded.

In addition to products liability, existing EU safety legislation, which sets minimum health and safety
requirements, also governs Al/robotics. Specifically, Directive (EC) 2006/42'¢ on machinery provides

consultations “on product liability challenges in the context of the Internet of Things and autonomous systems
and the evaluation of the Directive 85/374/EEC on Liability for Defective Products”). The Commission provided
similar answers to more precise Parliament’s proposals, for instance, when asked to present legal definitions for
certain new technologies, it said that “thorough examination of the existing robotics technologies and
assessment of their potential development is necessary before being able to decide whether the definition of
cyber physical systems, autonomous systems, smart autonomous robots and of their subcategories is necessary
for regulatory purposes.” — European Commission, Follow up to the European Parliament resolution of 16
February 2017 on civil law rules on robotics 2015/2103 (INL), SP(2017)310 16/05/2017, p. 2-3.
https://oeil.secure.europarl.europa.eu/oeil/spdoc.do?i=281108&j=0&I=en [emphasis added in all above quotes]
172 Eyropean Commission, “Artificial intelligence: Commission outlines a European approach to boost
investment and set ethical guidelines”, Press release 25 April 2018. http://europa.eu/rapid/press-release IP-
18-3362 en.htm

173 European Commission, Artificial Intelligence for Europe, Communication from the Commission to the
European Parliament, the Council, the European Economic and Social Committee and the Committee of the
Regions, COM(2018) 237 final, Brussels, 25.4.2018, https://ec.europa.eu/digital-single-
market/en/news/communication-artificial-intelligence-europe

174 European Commission Staff, Working Document on liability for emerging digital technologies, COM(2018)
237 final, Brussels, 25.4.2018, (https://ec.europa.eu/digital-single-market/en/news/european-commission-
staff-working-document-liability-emerging-digital-technologies.

175 Council, Directive 83/374/EEC of 25.07.1985 on the approximation of the laws, regulations and
administrative provisions of the Member States concerning liability for defective products, OJ L 210, 7.8.1985.
176 European Parliament and the Council, Directive 2006/42/EC of 17.05.2006 on machinery and amending
Directive 95/16/EC (recast), OJ L 157, 9.6.2006.
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health and safety requirements for robots, and the Radio Equipment Directive!’” applies to any

product, including embedded software, that uses the radio frequency spectrum. Additionally, all
products not specifically addressed by other safety legislation are governed by Directive
2001/95/ECY"®, which requires that only safe products are placed on the market.

The General Data Protection Regulation (GDPR)” sets out the legal framework for protecting personal
data. It addresses a number of issues raised by Al, such as automated decision-making, including
profiling (article 22) or the “right to explanation” that concerns algorithmic transparency - according
to GDPR data subject has a right to obtain meaningful information about the logic involved, as well as
the significance and the envisaged consequences of automated decision-making, including profiling
(articles 13-15; this concept, however, remains debated'®). Other GDPR principles, such as purpose
limitation, data minimization, storage limitation, as well as consent requirements, particularly in the
case of sensitive data may significantly affect how Al should be developed and used in Europe.

In 2017, the EC proposed a Regulation on Privacy and Electronic Communications!®! that aims at

updating the legal framework on ePrivacy in order to increase the protection of people's private life.
It remains to be seen how it will impact Al.

5.2 Mapping, analysis and assessment of the existing legislation

The table below maps legal issues of Al to relevant EU legislation (hard law).

Legal issue — Al Relevant EU legislation (examples)

Algorithmic e Regulation (EU) 2016/679 of the European Parliament and of the
transparency/transparency in Council of 27 April 2016 on the protection of natural persons with
automated decision-making regard to the processing of personal data and on the free

movement of such data, and repealing Directive 95/46/EC
(General Data Protection Regulation)

e Directive (EU) 2016/680 of the European Parliament and of the
Council of 27 April 2016 on the protection of natural persons with
regard the processing of personal data by competent authorities
for the purposes of the prevention, investigation, detection to or
prosecution of criminal offences or the execution of criminal
penalties, and on the free movement of such data, and repealing
Council Framework Decision 2008/977/JHA (Police Directive)

177 European Parliament and the Council, Directive 2014/53/EU of 16.04. 2014 on the harmonisation of the
laws of the Member States relating to the making available on the market of radio equipment.

178 Eyropean Parliament and the Council, Directive 2001/95/EC of 3.12. 2001 on general product safety.

179 European Parliament and the Council, Regulation (EU) 2016/679 of 27.04.2016 on the protection of natural
persons with regard to the processing of personal data and on the free movement of such data, and repealing
Directive 95/46/EC (General Data Protection Regulation)

180 Goodman, Bryce, and Seth Flaxman, “EU regulations on algorithmic decision-making and a "right to
explanation", Al Magazine, Vol. 38, No.3, October 2017, pp. 50-57 [55-56].
https://www.aaai.org/ojs/index.php/aimagazine/article/view/2741/2647; Wachter, Sandra, Brent Mittelstadt
and Luciano Floridi, “Why a Right to Explanation of Automated Decision-Making Does Not Exist in the General
Data Protection Regulation”, International Data Privacy Law, Volume 7, Issue 2, 1 May 2017, pp. 76—99.
https://academic.oup.com/idpl/article/7/2/76/3860948

181 https://ec.europa.eu/digital-single-market/en/news/proposal-regulation-privacy-and-electronic-
communications
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Legal issue — Al

Relevant EU legislation (examples)

Unfairness, bias and
discrimination

TEU articles 2, 3(3), 9

TFEU article 10

EU Charter of Fundamental Rights, articles 20-26

Council Directive 2000/78/EC of 27 November 2000 establishing a
general framework for equal treatment in employment and
occupation (Employment Equality Directive)

Council Directive 2000/43/EC of 29 June 2000 implementing the
principle of equal treatment between persons irrespective of racial
or ethnic origin (Racial Equality Directive)

Council Directive 2004/113/EC of 13 December 2004
implementing the principle of equal treatment between men and
women in the access to and supply of goods and services (Gender
Goods and Services Directive)

Directive 2006/54/EC of the European Parliament and of the
Council of 5 July 2006 on the implementation of the principle of
equal opportunities and equal treatment of men and women in
matters of employment and occupation (recast)

Council Directive 79/7/EEC of 19 December 1978 on the
progressive implementation of the principle of equal treatment for
men and women in matters of social security

Directive 2010/41/EU of the European Parliament and of the
Council of 7 July 2010 on the application of the principle of equal
treatment between men and women engaged in an activity in a
self-employed capacity and repealing Council Directive
86/613/EEC

Council Directive 2010/18/EU of 8 March 2010 implementing the
revised Framework Agreement on parental leave concluded by
BUSINESSEUROPE, UEAPME, CEEP and ETUC and repealing
Directive 96/34/EC (Text with EEA relevance)

Regulation (EU) 2016/679 of the European Parliament and of the
Council of 27 April 2016 on the protection of natural persons with
regard to the processing of personal data and on the free
movement of such data, and repealing Directive 95/46/EC
(General Data Protection Regulation)

Directive (EU) 2016/680 of the European Parliament and of the
Council of 27 April 2016 on the protection of natural persons with
regard to the processing of personal data by competent
authorities for the purposes of the prevention, investigation,
detection or prosecution of criminal offences or the execution of
criminal penalties, and on the free movement of such data, and
repealing Council Framework Decision 2008/977/JHA (Police
Directive)

Directive (EU) 2016/681 of the European Parliament and of the
Council of 27 April 2016 on the use of passenger name record
(PNR) data for the prevention, detection, investigation and
prosecution of terrorist offences and serious crime

Intellectual property issues

TFEU, Article 118

EU Charter of Fundamental Rights article 17 (2)

Directive 2001/29/EC of the European Parliament and of the
Council of 22 May 2001 on the harmonisation of certain aspects of
copyright and related rights in the information society

Directive 2006/115/EC of the European Parliament and of the
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Legal issue — Al

Relevant EU legislation (examples)

Council of 12 December 2006 on rental right and lending right and
on certain rights related to copyright in the field of intellectual
property (codified version)

Directive 2001/84/EC of the European Parliament and of the
Council of 27 September 2001 on the resale right for the benefit of
the author of an original work of art

Directive 2009/24/EC of the European Parliament and of the
Council of 23 April 2009 on the legal protection of computer
programs (Codified version) (Text with EEA relevance)

Directive 2004/48/EC of the European Parliament and of the
Council of 29 April 2004 on the enforcement of intellectual
property rights

Directive 96/9/EC of the European Parliament and of the Council
of 11 March 1996 on the legal protection of databases

Directive 2012/28/EU of the European Parliament and of the
Council of 25 October 2012 on certain permitted uses of orphan
works Text with EEA relevance

Directive 98/71/EC of the European Parliament and of the Council
of 13 October 1998 on the legal protection of designs

Regulation (EU) No 1257/2012 of the European Parliament and of
the Council of 17 December 2012 implementing enhanced
cooperation in the area of the creation of unitary patent
protection

Regulation (EU) 2017/1001 of the European Parliament and of the
Council of 14 June 2017 on the European Union trade mark
Directive (EU) 2016/943 of the European Parliament and of the
Council of 8 June 2016 on the protection of undisclosed know-how
and business information (trade secrets) against their unlawful
acquisition, use and disclosure

Legal personhood issues —
should/can Al systems can be
deemed subjects of law?

Not covered.

Issues related to Al
vulnerabilities in cybersecurity

Directive (EU) 2016/1148 of the European Parliament and of the
Council of 6 July 2016 concerning measures for a high common
level of security of network and information systems across the
Union

Regulation (EU) No 910/2014 of the European Parliament and of
the Council of 23 July 2014 on electronic identification and trust
services for electronic transactions in the internal market and
repealing Directive 1999/93/EC

Directive 2013/40/EU of the European Parliament and of the
Council of 12 August 2013 on attacks against information systems
and replacing Council Framework Decision 2005/222/JHA
Regulation (EU) No 526/2013 of the European Parliament and of
the Council of 21 May 2013 concerning the European Union
Agency for Network and Information Security (ENISA) and
repealing Regulation (EC) No 460/2004

Directive 2002/58/EC of the European Parliament and of the
Council of 12 July 2002 concerning the processing of personal data
and the protection of privacy in the electronic communications
sector (Directive on privacy and electronic communications)

Issues related to impact of Al

TEU article 3(1), (3)




741716 - SIENNA-D

Legal issue — Al Relevant EU legislation (examples)
and robotics on the workplace e TFEU article 9, 107(3)(a), articles 145-166,
and workers e EU Charter of Fundamental Rights, articles 14-15, 27-32

e Regulation (EU) No 1304/2013 of the European Parliament and of
the Council of 17 December 2013 on the European Social Fund and
repealing Council Regulation (EC) No 1081/2006

Privacy and data protection e EU Charter of Fundamental Rights, articles 7-8

issues e Regulation (EU) 2016/679 of the European Parliament and of the
Council of 27 April 2016 on the protection of natural persons with
regard to the processing of personal data and on the free
movement of such data, and repealing Directive 95/46/EC
(General Data Protection Regulation)

e Directive (EU) 2016/680 of the European Parliament and of the
Council of 27 April 2016 on the protection of natural persons with
regard to the processing of personal data by competent
authorities for the purposes of the prevention, investigation,
detection or prosecution of criminal offences or the execution of
criminal penalties, and on the free movement of such data, and
repealing Council Framework Decision 2008/977/JHA (Police
Directive)

e Directive (EU) 2016/681 of the European Parliament and of the
Council of 27 April 2016 on the use of passenger name record
(PNR) data for the prevention, detection, investigation and
prosecution of terrorist offences and serious crime

e Directive 2002/58/EC of the European Parliament and of the
Council of 12 July 2002 concerning the processing of personal data
and the protection of privacy in the electronic communications
sector (Directive on privacy and electronic communications)

Liability issues related to e TFEU, Articles 4(2)(f), 12, 114 and 169

damage caused by Al e EU Charter of Fundamental Rights articles 38, 47

e  Council Directive 85/374/EEC of 25 July 1985 on the
approximation of the laws, regulations and administrative
provisions of the Member States concerning liability for defective
products

Accountability for harms e Regulation (EU) 2016/679 of the European Parliament and of the
Council of 27 April 2016 on the protection of natural persons with
regard to the processing of personal data and on the free
movement of such data, and repealing Directive 95/46/EC
(General Data Protection Regulation)

Table 5: Al legal issues and examples of relevant EU legislation

Currently, EU hard law as a rule does not provide solutions specifically tailored for challenges brought
(and to be brought) by Al, but rather offers a framework that may cover the issues outlined above on
broader terms. However, three remarks have to made on this general conclusion. First, this assessment
applies to a lesser extent to the issues of algorithmic transparency and transparency in automated
decision-making, unfairness, bias and discrimination and data protection. With the GDPR, Police
Directive and Directive on the Use of Passenger Name Record’s'® explicit referencing to the

182 Eyropean Parliament and Council, Directive (EU) 2016/681 of the of 27 April 2016 on the use of passenger
name record (PNR) data for the prevention, detection, investigation and prosecution of terrorist offences and
serious crime, OJ L 119, 4.5.2016.
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automated processing of data and automated-decision making, these areas seem to be more
specifically addressed. Second, the above table lists examples only from current EU legislation, while
the European Commission has already presented some proposal for legislation that addresses Al more
directly.'® Third, some of the issues outlined above may not need to be tackled by means of a direct
reference in a hard law. For instance, some aspects of the impact of Al on the workplace (connected
to training, education or unemployment) may be better addressed by economic or educational policies
(and some steps in this area have already been taken: e.g., one of the aims of the Commission’s
proposal for a Regulation of the European Parliament and of the Council establishing the Digital Europe
programme for the period 2021-2027 is to “ensure that the current and future labour force can easily
acquire advanced digital skills, notably in high performance computing, artificial intelligence and
cybersecurity, by offering students, graduates, and existing workers the means to acquire and develop
these skills, no matter where they are situated” 8 and this to be done by providing funding rather
than further general legislative interventions).

Robotics

The table below maps legal issues of robotics to relevant EU legislation (hard law).

Legal issue — Relevant EU legislation (examples)

Robotics

Deception by e Directive 2006/114/EC of the European Parliament and of the Council of 12
robots December 2006 concerning misleading and comparative advertising (codified

version)

e Directive 2005/29/EC of the European Parliament and of the Council of 11 May
2005 concerning unfair business-to-consumer commercial practices in the
internal market and amending Council Directive 84/450/EEC, Directives
97/7/EC, 98/27/EC and 2002/65/EC of the European Parliament and of the
Council and Regulation (EC) No 2006/2004 of the European Parliament and of
the Council (‘Unfair Commercial Practices Directive’)

e Directive 2002/65/EC of the European Parliament and of the Council of 23
September 2002 concerning the distance marketing of consumer financial
services and amending Council Directive 90/619/EEC and Directives 97/7/EC
and 98/27/EC

Legal personhood

Not covered.

weapons to cause
harm and make
threats of harm

for robots
Use of e TEU article 21
autonomous e EU Charter of Fundamental Rights articles 2-4, article 6

e Regulation (EU) 2019/125 of the European Parliament and of the Council of 16
January 2019 concerning trade in certain goods which could be used for capital
punishment, torture or other cruel, inhuman or degrading treatment or
punishment

e Directive 2009/43/EC of the European Parliament and of the Council of 6 May
2009 simplifying terms and conditions of transfers of defence-related products
within the Community

183 For example: European Commission, Proposal for a Regulation establishing the European Cybersecurity
Industrial, Technology and Research Competence Centre and the Network of National Coordination Centres,
COM (2018) 630 final, Brusells 2. September 2018 (addresses Al in the context of cybersecurity in recital (14).
184European Commission, Proposal for a Regulation of the European Parliament and of the Council establishing
the Digital Europe programme for the period 2021-2027, COM (2018) 434 final, Brussels, 6.6.2018, Explanatory

memorandum.
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Legal issue —
Robotics

Relevant EU legislation (examples)

e  Council Regulation (EC) No 428/2009 of 5 May 2009 setting up a Community
regime for the control of exports, transfer, brokering and transit of dual-use
items

Safety and control
issues of robots
particularly those
affecting the right
to life and/or
bodily integrity

e TFEU Articles 4(2)(f), 12, 114 and 169

e EU Charter of Fundamental Rights articles 2-4, article 38

e Directive 2006/42/EC of the European Parliament and of the Council of 17 May
2006 on machinery, and amending Directive 95/16/EC (recast)

e  Council Directive 93/42/EEC of 14 June 1993 concerning medical devices

e Directive 98/79/EC of the European Parliament and of the Council of 27
October 1998 on in vitro diagnostic medical devices

e Regulation (EU) 2018/1139 of the European Parliament and of the Council of 4
July 2018 on common rules in the field of civil aviation and establishing a
European Union Aviation Safety Agency, and amending Regulations (EC) No
2111/2005, (EC) No 1008/2008, (EU) No 996/2010, (EU) No 376/2014 and
Directives 2014/30/EU and 2014/53/EU of the European Parliament and of the
Council, and repealing Regulations (EC) No 552/2004 and (EC) No 216/2008 of
the European Parliament and of the Council and Council Regulation (EEC) No
3922/91

Ascribing liability
for malicious or
non-malicious use
of robots

e TFEU Articles 4(2)(f), 12, 114 and 169

e EU Charter of Fundamental Rights articles 38, 47

e  Council Directive 85/374/EEC of 25 July 1985 on the approximation of the
laws, regulations and administrative provisions of the Member States
concerning liability for defective products (Product Liability Directive)

e Directive 2009/103/EC of the European Parliament and of the Council of 16
September 2009 relating to insurance against civil liability in respect of the use
of motor vehicles, and the enforcement of the obligation to insure against such
liability

Privacy invasions
by robots

e EU Charter of Fundamental Rights, Articles 7-8

e Regulation (EU) 2016/679 of the European Parliament and of the Council of 27
April 2016 on the protection of natural persons with regard to the processing
of personal data and on the free movement of such data, and repealing
Directive 95/46/EC (General Data Protection Regulation)

e Directive (EU) 2016/680 of the European Parliament and of the Council of 27
April 2016 on the protection of natural persons with regard to the processing
of personal data by competent authorities for the purposes of the prevention,
investigation, detection or prosecution of criminal offences or the execution of
criminal penalties, and on the free movement of such data, and repealing
Council Framework Decision 2008/977/JHA (Police Directive)

e Directive (EU) 2016/681 of the European Parliament and of the Council of 27
April 2016 on the use of passenger name record (PNR) data for the prevention,
detection, investigation and prosecution of terrorist offences and serious
crime

e Directive 2002/58/EC of the European Parliament and of the Council of 12 July
2002 concerning the processing of personal data and the protection of privacy
in the electronic communications sector (Directive on privacy and electronic
communications)

Replacement of
human workers
and job losses

e TEU article 3(1), (3)
e TFEU article 9, 107(3)(a), articles 145-166,
e EU Charter of Fundamental Rights articles 14-15, 27-32
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Robotics

Legal issue — Relevant EU legislation (examples)

Regulation (EU) No 1304/2013 of the European Parliament and of the Council
of 17 December 2013 on the European Social Fund and repealing Council
Regulation (EC) No 1081/2006

Consumer
protection issues
related to use of
robotic
applications

TFEU Articles 4(2)(f), 12, 114 and 169

EU Charter of Fundamental Rights articles 38

Directive 2005/29/EC of the European Parliament and of the Council of 11 May
2005 concerning unfair business-to-consumer commercial practices in the
internal market and amending Council Directive 84/450/EEC, Directives
97/7/EC, 98/27/EC and 2002/65/EC of the European Parliament and of the
Council and Regulation (EC) No 2006/2004 of the European Parliament and of
the Council (‘Unfair Commercial Practices Directive’)

Directive 2011/83/EU of the European Parliament and of the Council of 25
October 2011 on consumer rights, amending Council Directive 93/13/EEC and
Directive 1999/44/EC of the European Parliament and of the Council and
repealing Council Directive 85/577/EEC and Directive 97/7/EC of the European
Parliament and of the Council

Directive 2009/103/EC of the European Parliament and of the Council of 16
September 2009 relating to insurance against civil liability in respect of the use
of motor vehicles, and the enforcement of the obligation to insure against such
liability

Intellectual
property issues

TFEU, Article 118

EU Charter of Fundamental Rights article 17 (2)

Directive 2001/29/EC of the European Parliament and of the Council of 22 May
2001 on the harmonisation of certain aspects of copyright and related rights in
the information society

Directive 2006/115/EC of the European Parliament and of the Council of 12
December 2006 on rental right and lending right and on certain rights related
to copyright in the field of intellectual property (codified version)

Directive 2001/84/EC of the European Parliament and of the Council of 27
September 2001 on the resale right for the benefit of the author of an original
work of art

Directive 2009/24/EC of the European Parliament and of the Council of 23
April 2009 on the legal protection of computer programs (Codified version)
Directive 2004/48/EC of the European Parliament and of the Council of 29
April 2004 on the enforcement of intellectual property rights

Directive 96/9/EC of the European Parliament and of the Council of 11 March
1996 on the legal protection of databases

Directive 2012/28/EU of the European Parliament and of the Council of 25
October 2012 on certain permitted uses of orphan works

Directive 98/71/EC of the European Parliament and of the Council of 13
October 1998 on the legal protection of designs

Regulation (EU) No 1257/2012 of the European Parliament and of the Council
of 17 December 2012 implementing enhanced cooperation in the area of the
creation of unitary patent protection

Regulation (EU) 2017/1001 of the European Parliament and of the Council of
14 June 2017 on the European Union trade mark

Directive (EU) 2016/943 of the European Parliament and of the Council of 8
June 2016 on the protection of undisclosed know-how and business
information (trade secrets) against their unlawful acquisition, use and
disclosure
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Table 6: Robotics legal issues and examples of relevant EU legislation

As outlined in the context of Al, for robotics too, the EU hard law legislation provides mainly a general
framework, within which specific robotic issues may be addressed by applying principles of a wider
scope. In certain areas, such application of existing concept to robotics may however be difficult in
practice. This might especially be problematic in the spheres of safety and liability for damages caused
by robots, predominantly due to their ability of autonomous (or semi-autonomous) decision-
making.!®> However, this is also a domain where the European Commission and the European
Parliament are the most active, thus this picture may soon change. To a certain extent, it is also already
changing, with an introduction of the notion of unmanned aircraft operating autonomously to the
regulation on common rules in the field of civil aviation civil aviation,*®® and the proposal to introduce
special safety rules for automated motor vehicles.'®’

5.3. Examination of specific legal issues

This section takes a closer look at EU legislation (including soft law sources and some forthcoming acts)
in relation to the same four selected issues that were studied at the national level. For Al, these are:
e Algorithmic bias and discrimination (including automated decision-making systems),
e Intellectual property issues related to works created by Al.

For robotics, these are:

e Creation of a specific legal status for robots
e Safety and civil liability issues: who is liable for damage caused by robots?

5.3.1 Algorithmic bias and discrimination (including automated decision-making systems)

Issues of algorithmic bias and discrimination may be addressed by the general EU non-discrimination
legal framework. On the level of EU primary law, this includes: articles 2 (equality and non-
discrimination principle as one of the fundamental values of the Union), article 3 (3) (duty to combat
social exclusion and discrimination and promote social justice and protection, equality between

185 E g., European Commision, Digitising European Industry. Reaping the full benefits of a Digital Single Market,
Communication from the Commission to the European Parliament, the Council, the European Economic and
Social Committee and the Committee of the Regions, COM/2016/0180 final, Brussels, 19.4.2016, p. 15;
European Commision, "Building A European Data Economy", Communication from the Commission to the
European Parliament, the Council, the European Economic and Social Committee and the Committee of the
Regions, COM(2017) 9 final, Brussels, 10.1.2017, p. 4.

185 Regulation (EU) 2018/1139 of the European Parliament and of the Council of 4 July 2018 on common rules
in the field of civil aviation and establishing a European Union Aviation Safety Agency, and amending
Regulations (EC) No 2111/2005, (EC) No 1008/2008, (EU) No 996/2010, (EU) No 376/2014 and Directives
2014/30/EU and 2014/53/EU of the European Parliament and of the Council, and repealing Regulations (EC) No
552/2004 and (EC) No 216/2008 of the European Parliament and of the Council and Council Regulation (EEC)
No 3922/91,0J L 212, 22.8.2018.

187 European Commission, Proposal for a regulation of the European parliament and of the council on type-
approval requirements for motor vehicles and their trailers, and systems, components and separate technical
units intended for such vehicles, as regards their general safety and the protection of vehicle occupants and
vulnerable road users, amending Regulation (EU) 2018/... and repealing Regulations (EC) No 78/2009, (EC) No
79/2009 and (EC) No 661/2009, COM(2018) 286 final, Brussels, 17.5.2018
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women and men, solidarity between generations and protection of the rights of the child) and article
9 (duty to observe the principle of the equality of its citizen) of the Treaty of the European Union
(TEU)®®; article 10 of the Treaty on the Functioning of the European Union!®® (duty to combat
discrimination based on sex, racial or ethnic origin, religion or belief, disability, age or sexual
orientation, when defining and implementing its policies and activities); as well as the following
provisions of the Charter of Fundamental Rights of the European Union!: article 20 (equality before
the law), article 21 (Non-discrimination), article 22 (cultural, religious and linguistic diversity), article
23 (Equality between women and men), article 24 (the rights of the child), article 25 (the rights of the
elderly) and article 26 (integration of persons with disabilities) of the Charter of Fundamental Rights of
the European Union. Furthermore, the non-discrimination legal framework includes following
secondary law acts: the Employment Equality Directive!®! (prohibition of discrimination on the basis of
sexual orientation, religion or belief, age and disability, in the area of employment), Racial Equality
Directive!®? (prohibition of discrimination on the basis of race or ethnicity in the context of
employment, in accessing the welfare system and social security, as well as goods and services),
Gender Goods and Services Directive!®® (prohibition of sex discrimination in the area of goods and
services), Gender Equality Directive (recast — prohibition of sex discrimination in employment, social
security and broader welfare system) , as well as the directives in the area of state social security
(Directive 79/7/EEC)'**, equal treatment between self-employed men and women (Directive
2010/41/EU),**> relating to pregnancy (Directive 92/85/EEC)'*®and parental leave (Directive
2010/18/EU).*%7

The GDPR, regulating inter alia some aspects of automated processing of personal data and automated
decision-making, could provide protection more specifically relevant to algorithmic bias and
discrimination. Recital 71 of the GDPR requires the controller (a person or body that determines the
purposes and means of the processing of personal data) to "implement technical and organizational
measures” that “prevent, inter alia, discriminatory effects on natural persons on the basis of racial or
ethnic origin, political opinion, religion or beliefs, trade union membership, genetic or health status or
sexual orientation, or that result in measures having such an effect”. Furthermore article 9 of the GDPR

188 Consolidated version of the Treaty on European Union, OJ C 326, 26.10.2012.

189 Consolidated version of the Treaty on the Functioning of the European Union, OJ C 326, 26.10.2012.

190 Charter of Fundamental Rights of the European Union, OJ C 326, 26.10.2012.

191 Council, Directive 2000/78/EC of 27.11.2000 establishing a general framework for equal treatment in
employment and occupation, OJ L 303, 02/12/2000.

192 Council, Directive 2000/43/EC of 29.06.2000 implementing the principle of equal treatment between
persons irrespective of racial or ethnic origin, OJ L 180, 19.7.2000.

193 Council, Directive 2004/113/EC of 13.12.2004 implementing the principle of equal treatment between men
and women in the access to and supply of goods and services, OJ L 373, 21.12.2004.

194 European Parliament and the Council, Directive 2006/54/EC of 5.07.2006 on the implementation of the
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sets out special rules for processing of sensitive personal data revealing these traits, while article 22
(4) addresses automated individual decisions based on these data. More generally, the GDPR refers to
the principle of fairness of processing (article 5(1)(a) - processing that creates discrimination is
considered unfair'®®) and principle of accuracy (article 5(1)(d) - inaccuracy of data processed by an
algorithm has been identified as one of potential sources of bias®®).

The GDPR contains several guarantees that are considered to indirectly address algorithmic bias and
discrimination by allowing it to be detected, rectified and where needed, remedies to be sought, such
as the general principle of transparency (article 5(1)(a)) and connected right to be informed and right
of access (articles 13-15), including right to a meaningful information about the ‘logic involved’ in case
of the automated decision-making (article 13(2)(f), article 14(2)(g), article 15(1)(h), recital (71)),
sometimes referred, though not without controversy, as a “right to an explanation”.2%° Other measures
that could be used to detect algorithmic bias or discrimination include data protection impact
assessments (article 35), required in particular in case of using new technologies (article 35(1)) and in
case of a systematic and extensive evaluation of personal aspects relating to natural persons which is
based on automated processing (article 35 (3) (a)).2*

In relation to algorithms used to process personal data in the context of law enforcement operations,
the Police Directive?®? includes similar relevant principles, referring to principle of fairness (article 4 (1)
(a)) and accuracy (article 4 (1)(c), laying down special procedure for processing of sensitive personal
data (article 10) and explicitly prohibiting profiling that results in discrimination against natural persons
on the basis of the sensitive of personal data (article 11(3)). It also guarantees a limited right to be
informed and right of access (articles 13-14) and calls for data protection impact assessment (article
27) where processing, in particular, using new technologies is likely to result in a high risk to the rights

and freedoms of natural person.

Moreover, in a specific context of use of passenger name record (PNR) for the prevention, detection,
investigation and prosecution of terrorist offences and serious crime, the directive 2016/681 requires
that positive matches resulting from automated processing have to be individually reviewed by non-
automated means (article 6) and the competent authorities cannot take any decisions that would
significantly affect a person only by reason of the automated proc